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Abstract

We study the compressed sensing (CS) signal estimation problem where an input signal is measured via a linear matrix multiplication under additive noise. While this setup usually assumes sparsity or compressibility in the input signal during recovery, the signal structure that can be leveraged is often not known a priori. In this paper, we consider universal CS recovery, where the statistics of a stationary ergodic signal source are estimated simultaneously with the signal itself. Inspired by Kolmogorov complexity and minimum description length, we focus on a maximum a posteriori (MAP) estimation framework that leverages universal priors to match the complexity of the source. Our framework can also be applied to general linear inverse problems where more measurements than in CS might be needed. We provide theoretical results that support the algorithmic feasibility of universal MAP estimation using a Markov chain Monte Carlo implementation, which is computationally challenging. We incorporate some techniques to accelerate the algorithm while providing comparable and in many cases better reconstruction quality than existing algorithms. Experimental results show the promise of universality in CS, particularly for low-complexity sources that do not exhibit standard sparsity or compressibility.
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I. INTRODUCTION

Since many systems in science and engineering are approximately linear, linear inverse problems have attracted great attention in the signal processing community. An input signal \( x \in \mathbb{R}^N \) is recorded via a linear operator under additive noise:

\[
y = \Phi x + z,
\]

where \( \Phi \) is an \( M \times N \) matrix and \( z \in \mathbb{R}^M \) denotes the noise. The goal is to estimate \( x \) from the measurements \( y \) given knowledge of \( \Phi \) and a model for the noise \( z \). When \( M \ll N \), the setup is known as compressed sensing (CS) and the estimation problem is commonly referred to as recovery or reconstruction; by posing a sparsity or compressibility\(^1\) requirement on the signal and using this requirement as a prior during recovery, it is indeed possible to accurately estimate \( x \) from \( y \) \cite{4, 5}. On the other hand, we might need more measurements than the signal length when the signal is dense or the noise is substantial.

Wu and Verdú \cite{6} have shown that independent and identically distributed (i.i.d.) Gaussian sensing matrices achieve the same phase-transition threshold as the optimal (potentially nonlinear) measurement operator, for any i.i.d. signals following the discrete/continuous mixture distribution \( f_X(x) = p \cdot P_c(x) + (1 - p) \cdot P_d(x) \), where \( p \) is the probability for \( x \) to take a continuous distribution \( P_c(x) \) and \( P_d(x) \) is an arbitrary discrete distribution. For non-i.i.d. signals, Gaussian matrices also work well \cite{7–9}. Hence, in CS the acquisition can be designed independently of the particular signal prior through the use of randomized Gaussian matrices \( \Phi \). Nevertheless, the majority of (if not all) existing recovery algorithms require knowledge of the sparsity structure of \( x \), i.e., the choice of a sparsifying transform \( W \) that renders a sparse coefficient vector \( \theta = W^{-1}x \) for the signal.

The large majority of recovery algorithms pose a sparsity prior on the signal \( x \) or the coefficient vector \( \theta \), e.g., \cite{4, 5, 10}. A second, separate class of Bayesian CS recovery algorithms poses a probabilistic prior for the coefficients of \( x \) in a known transform domain \cite{11–15}. Given a probabilistic model, some related message passing approaches learn the parameters of the signal model and achieve the minimum mean squared error (MMSE) in some settings; examples include EM-GM-AMP-MOS \cite{16}, turboGAMP \cite{17}, and AMP-MixD \cite{18}. As a third alternative, complexity-penalized least square methods \cite{19–23} can use arbitrary prior information on the signal model and provide analytical guarantees, but are only computationally efficient for specific signal models, such as the independent-entry Laplacian model \cite{21}. For example, Donoho et al. \cite{20} relies on Kolmogorov complexity, which cannot be computed \cite{24, 25}. As a fourth alternative, there exist algorithms that can formulate dictionaries that yield sparse representations for the signals of interest when a large amount of training data is available \cite{23, 26–28}. When the signal is non-i.i.d., existing algorithms require either prior knowledge of the probabilistic model \cite{17} or the use of training data \cite{29}.

In certain cases, one might not be certain about the structure or statistics of the source prior to recovery. Uncertainty about such structure may result in a sub-optimal choice of the sparsifying transform \( W \), yielding

\(^1\)We use the term compressibility in this paper as defined by Candès et al. \cite{4} to refer to signals whose sparse approximation error decays sufficiently quickly.
a coefficient vector \( \theta \) that requires more measurements to achieve reasonable estimation quality; uncertainty about the statistics of the source will make it difficult to select a prior or model for Bayesian algorithms. Thus, it would be desirable to formulate algorithms to estimate \( x \) that are more agnostic to the particular statistics of the signal. Therefore, we shift our focus from the standard sparsity or compressibility priors to \textit{universal} priors [30–32]. Such concepts have been previously leveraged in the Kolmogorov sampler universal denoising algorithm [33], which minimizes Kolmogorov complexity [2, 3, 25, 34–38]. Related approaches based on minimum description length (MDL) [39–42] minimize the complexity of the estimated signal with respect to (w.r.t.) some class of sources.

Approaches for non-parametric sources based on Kolmogorov complexity are not computable in practice [24, 25]. To address this computational problem, we confine our attention to the class of stationary ergodic sources and develop an algorithmic framework for \textit{universal} signal estimation in CS systems that will approach the MMSE as closely as possible for the class of stationary ergodic sources. Our framework can be applied to general linear inverse problems where more measurements might be needed. Our framework leverages the fact that for stationary ergodic sources, both the per-symbol empirical entropy and Kolmogorov complexity converge asymptotically almost surely to the entropy rate of the source [24]. We aim to minimize the empirical entropy; our minimization is regularized by introducing a log likelihood for the noise model, which is equivalent to the standard least squares under additive white Gaussian noise. Other noise distributions are readily supported.

We make the following contributions toward our universal CS framework.

- We apply a specific quantization grid to a maximum \textit{a posteriori} (MAP) estimator driven by a universal prior, providing a finite-computation universal estimation scheme; our scheme can also be applied to general linear inverse problems where more measurements might be needed.
- We propose a recovery algorithm based on Markov chain Monte Carlo (MCMC) [43] to approximate this estimation procedure.
- We prove that for a sufficiently large number of iterations the output of our MCMC recovery algorithm converges to the correct MAP estimate.
- We identify computational bottlenecks in the implementation of our MCMC estimator and show approaches to reduce their complexity.
- We develop an adaptive quantization scheme that tailors a set of reproduction levels to minimize the quantization error within the MCMC iterations and that provides an accelerated implementation.
- We propose a framework that adaptively adjusts the cardinality (size) of the adaptive quantizer to match the complexity of the input signal, in order to further reduce the quantization error and computation.
- We note in passing that averaging over the outputs of different runs of the same signal with the same measurements will yield lower mean squared error (MSE) for our proposed algorithm.

This paper is organized as follows. Section II provides background content. Section III overviews MAP estimation, quantization, and introduces universal MAP estimation. Section IV formulates an initial MCMC algorithm for universal MAP estimation, Section V describes several improvements to this initial algorithm, and Section VI
presents experimental results. We conclude in Section VII. The proof of our main theoretical result appears in the appendix.

II. BACKGROUND AND RELATED WORK

A. Compressed sensing

Consider the noisy measurement setup via a linear operator (1). The input signal \( x \in \mathbb{R}^N \) is generated by a stationary ergodic source \( X \), and must be estimated from \( y \) and \( \Phi \). Note that the stationary ergodicity assumption enables us to model the potential memory in the source. The distribution \( f_X \) that generates \( x \) is unknown. The matrix \( \Phi \in \mathbb{R}^{M \times N} \) has i.i.d. Gaussian entries, \( \Phi(m,n) \sim N(0, \frac{1}{M}) \). These moments ensure that the columns of the matrix have unit norm on average. For concrete analysis, we assume that the noise \( z \in \mathbb{R}^M \) is i.i.d. Gaussian, with mean zero and known variance \( \sigma^2_Z \) for simplicity.

We focus on the setting where \( M, N \to \infty \) and the aspect ratio is positive:

\[
R \triangleq \lim_{N \to \infty} \frac{M}{N} > 0. \tag{2}
\]

Similar settings have been discussed in the literature [44, 45]. When \( M \ll N \), this setup is known as CS; otherwise, it is a general linear inverse problem setting. Since \( x \) is generated by an unknown source, we must search for an estimation mechanism that is agnostic to the specific distribution \( f_X \).

B. Related work

For a scalar channel with a discrete-valued signal \( x \), e.g., \( \Phi \) is an identity matrix and \( y = x + z \), Donoho proposed the Kolmogorov sampler (KS) for denoising [33],

\[
x_{KS} \triangleq \arg \min_w K(w) \text{ s.t. } \|w - y\|^2 < \tau, \tag{3}
\]

where \( K(x) \) denotes the Kolmogorov complexity of \( x \), defined as the length of the shortest input to a Turing machine [46] that generates the output \( x \) and then halts, and \( \tau = N\sigma^2_Z \) controls for the presence of noise. It can be shown that \( K(x) \) asymptotically captures the statistics of the stationary ergodic source \( X \), and the per-symbol complexity achieves the entropy rate \( H \triangleq H(X) \), i.e., \( \lim_{N \to \infty} \frac{1}{N} K(x) = H \) almost surely [24, p. 154, Theorem 7.3.1]. Noting that universal lossless compression algorithms [30, 31] achieve the entropy rate for any discrete-valued finite state machine source \( X \), we see that these algorithms achieve the per-symbol Kolmogorov complexity almost surely.

Donoho et al. expanded KS to the linear CS measurement setting \( y = \Phi x \) but did not consider measurement noise [20]. Recent papers by Jalali and coauthors [37, 38], which appeared simultaneously with our work [2, 3],

\footnote{In contrast to our analytical and numerical results, the algorithm presented in Section IV is not dependent on a particular choice for the matrix \( \Phi \).}

\footnote{We assume that the noise variance is known or can be estimated [11, 18].}

\footnote{For real-valued \( x \), Kolmogorov complexity (KC) can be approximated using a fine quantizer. Note that the algorithm developed in this paper uses a coarse quantizer and does not rely on KC due to the absence of a feasible method for its computation [24, 25] (cf. Section V).}
provide an analysis of a modified KS suitable for measurements corrupted by noise of bounded magnitude. Inspired by Donoho et al. [20], we estimate $x$ from noisy measurements $y$ using the empirical entropy as a proxy for the Kolmogorov complexity (cf. Section IV-A).

Separate notions of complexity-penalized least squares have also been shown to be well suited for denoising and CS recovery [19–23, 39–41]. For example, minimum description length (MDL) [23, 39–41] provides a framework composed of classes of models for which the signal complexity can be defined sharply. In general, complexity-penalized least square approaches can yield MDL-flavored CS recovery algorithms that are adaptive to parametric classes of sources [19–22]. An alternative universal denoising approach computes the universal conditional expectation of the signal [3, 18].

III. Universal MAP estimation and discretization

This section briefly reviews MAP estimation and then applies it over a quantization grid, where a universal prior is used for the signal. Additionally, we provide a conjecture for the MSE achieved by our universal MAP scheme.

A. Discrete MAP estimation

In this subsection, we assume for exposition purposes that we know the signal distribution $f_X$. Given the measurements $y$, the MAP estimator for $x$ has the form

$$
    x_{MAP} \triangleq \arg \max_w f_X(w) f_{Y|X}(y|w).
$$

Because $z$ is i.i.d. Gaussian with mean zero and known variance $\sigma^2_Z$, $f_{Y|X}(y|w) = c_1 e^{-c_2 \|y - \Phi w\|^2}$, where $c_1 = (2\pi\sigma^2_Z)^{-M/2}$ and $c_2 = \frac{1}{2\sigma^2_Z}$ are constants, and $\|\cdot\|$ denotes the Euclidean norm.\(^5\) Plugging into (4) and taking log likelihoods, we obtain $x_{MAP} = \arg \min_w \Psi^X(w)$, where $\Psi^X(\cdot)$ denotes the objective function (risk)

$$
    \Psi^X(w) \triangleq -\ln(f_X(w)) + c_2 \|y - \Phi w\|^2;
$$

our ideal risk would be $\Psi^X(x_{MAP})$.

Instead of performing continuous-valued MAP estimation, we optimize for the MAP in the discretized domain $\mathcal{R}^N$, with $\mathcal{R}$ being defined as follows. Adapting the approach of Baron and Weissman [47], we define the set of data-independent reproduction levels for quantizing $x$ as

$$
    \mathcal{R} \triangleq \left\{ \ldots, -\frac{1}{\gamma}, 0, \frac{1}{\gamma}, \ldots \right\},
$$

where $\gamma = \lceil \ln(N) \rceil$. As $N$ increases, $\mathcal{R}$ will quantize $x$ to a greater resolution. These reproduction levels simplify the estimation problem from continuous to discrete.

\(^5\)Other noise distributions are readily supported, e.g., for i.i.d. Laplacian noise, we need to change the $\ell_2$ norm to an $\ell_1$ norm and adjust $c_1$ and $c_2$ accordingly.
Having discussed our reproduction levels in the set \( \mathcal{R} \), we provide a technical condition on boundedness of the signal.

**Condition 1:** We require that the probability density \( f_X \) has bounded support, i.e., there exists \( \Lambda = [x_{\min}, x_{\max}] \) such that \( f_X(x) = 0 \) for \( x \notin \Lambda^N \).

A limitation of the data-independent reproduction level set (5) is that \( \mathcal{R} \) has infinite cardinality (or size for short). Thanks to Condition 1, for each value of \( \gamma \) there exists a constant \( c_3 > 0 \) such that a finite set of reproduction levels

\[
\mathcal{R}_F \triangleq \left\{ -\frac{c_3 \gamma^2}{\gamma}, -\frac{c_3 \gamma^2}{\gamma} - \frac{1}{\gamma}, \ldots , \frac{c_3 \gamma^2}{\gamma} \right\}
\]

(6)

will quantize the range of values \( \Lambda \) to the same accuracy as that of (5). We call \( \mathcal{R}_F \) the reproduction alphabet, and each element in it a (reproduction) level. This finite quantizer reduces the complexity of the estimation problem from infinite to combinatorial. In fact, \( x_i \in [x_{\min}, x_{\max}] \) under Condition 1. Therefore, for all \( c_3 > 0 \) and sufficiently large \( N \), this set of levels will cover the range \( [x_{\min}, x_{\max}] \). The resulting reduction in complexity is due to the structure in \( \mathcal{R}_F \) and independent of the particular statistics of the source \( X \).

Now that we have set up a quantization grid \( (\mathcal{R}_F)^N \) for \( x \), we convert the distribution \( f_X \) to a probability mass function (PMF) \( P_X \) over \( (\mathcal{R}_F)^N \). Let

\[ f_{\mathcal{R}_F}(w) \triangleq \sum_{w \in (\mathcal{R}_F)^N} f_X(w), \]

and define a PMF \( P_X(\cdot) \) as \( P_X(w) \triangleq \frac{f_X(w)}{f_{\mathcal{R}_F}} \). Then

\[
x_{MAP}(\mathcal{R}_F) \triangleq \arg \min_{w \in (\mathcal{R}_F)^N} \left( -\ln(P_X(w)) + c_2 \|y - \Phi w\|^2 \right)
\]

gives the MAP estimate of \( x \) over \( (\mathcal{R}_F)^N \). Note that we use the PMF formulation above, instead of the more common bin integration formulation, in order to simplify our presentation and analysis. Luckily, as \( N \) increases, \( P_X \) will approximate \( f_X \) more closely under (6).

**B. Universal MAP estimation**

We now describe a universal estimator for CS over a quantized grid. Consider a prior \( P_U \) that might involve Kolmogorov complexity [34–36], e.g., \( P_U(w) = 2^{-K(w)} \), or MDL complexity w.r.t. some class of parametric sources [39–41]. We call \( P_U \) a universal prior if it has the fortuitous property that for every stationary ergodic source \( X \) and fixed \( \epsilon > 0 \), there exists some minimum \( N_0(X, \epsilon) \) such that

\[
-\frac{\ln(P_U(w))}{N} < -\frac{\ln(P_X(w))}{N} + \epsilon
\]

for all \( w \in (\mathcal{R}_F)^N \) and \( N > N_0(X, \epsilon) \) [30, 31]. We optimize over an objective function that incorporates \( P_U \) and the presence of additive white Gaussian noise in the measurements:

\[
\Psi_U(w) \triangleq -\ln(P_U(w)) + c_2 \|y - \Phi w\|^2,
\]

resulting in

\[
x_{MAP}^U \triangleq \arg \min_{w \in (\mathcal{R}_F)^N} \Psi_U(w). \]

Our universal MAP estimator does not require \( M \ll N \), and \( x_{MAP}^U \) can be used in general linear inverse problems.

\footnote{This formulation of \( x_{MAP}^U \) corresponds to a Lagrangian relaxation of the approach studied in [37, 38].}
C. Conjectured MSE performance

Donoho [33] showed for the scalar channel $y = x + z$ that: (i) the Kolmogorov sampler $x_{KS}$ (3) is drawn from the posterior distribution $P_{X|Y}(x|y)$; and (ii) the MSE of this estimate $E_{X,Z,Φ}[\|y - x_{KS}\|^{2}]$ is no greater than twice the MMSE. Based on this result, which requires a large reproduction alphabet, we now present a conjecture on the quality of the estimation $x_{MAP}^{U}$. Our conjecture is based on observing that (i) in the setting (1), Kolmogorov sampling achieves optimal rate–distortion performance; (ii) the Bayesian posterior distribution is the solution to the rate-distortion problem; and (iii) sampling from the Bayesian posterior yields a squared error that is no greater than twice the MMSE. Hence, $x_{MAP}^{U}$ behaves as if we sample from the Bayesian posterior distribution and yields no greater than twice the MMSE; some experimental evidence to assess this conjecture is presented in Figs. 2 and 4.

**Conjecture 1:** Assume that $Φ ∈ \mathbb{R}^{M×N}$ is an i.i.d. Gaussian measurement matrix where each entry has mean zero and variance $1/M$. Suppose that Condition 1 holds, the aspect ratio $R > 0$ in (2), and the noise $z ∈ \mathbb{R}^{M}$ is i.i.d. zero-mean Gaussian with finite variance. Then for all $ε > 0$, the mean squared error of the universal MAP estimator $x_{MAP}^{U}$ satisfies

$$\frac{E_{X,Z,Φ}[\|x - x_{MAP}^{U}\|^2]}{N} < 2\frac{E_{X,Z,Φ}[\|x - E_{X|y,Φ}[x]\|^2]}{N} + ε$$

for sufficiently large $N$.

IV. FIXED REPRODUCTION ALPHABET ALGORITHM

Although the results of the previous section are theoretically appealing, a brute force optimization of $x_{MAP}^{U}$ is computationally intractable. Instead, we propose an algorithmic approach based on MCMC methods [43]. Our approach is reminiscent of the framework for lossy data compression in [47–50].

A. Universal compressor

We propose a universal lossless compression formulation following the conventions of Weissman and coauthors [47–49]. We refer to the estimate as $w$ in our algorithm. Our goal is to characterize $-\ln(P_{U}(w))$, cf. (7). Although we are inspired by the Kolmogorov sampler approach [33], KC cannot be computed [24, 25], and we instead use empirical entropy. For stationary ergodic sources, the empirical entropy converges to the per-symbol entropy rate almost surely [24].

To define the empirical entropy, we first define the empirical symbol counts:

$$n_{q}(w,α)[β] \triangleq |\{i ∈ [q + 1, N] : w_{i-1}^{i-1} = α, w_{i} = β\}|,$$

where $q$ is the context depth [31, 51], $β ∈ R_{F}, α ∈ (R_{F})^{q}, w_{i}$ is the $i^{th}$ symbol of $w$, and $w_{j}^{i}$ is the string comprising symbols $i$ through $j$ within $w$. We now define the order $q$ conditional empirical probability for the context $α$ as

$$P_{q}(w,α)[β] \triangleq \frac{n_{q}(w,α)[β]}{\sum_{β' ∈ R_{F}} n_{q}(w,α)[β']},$$

(9)
and the order $q$ conditional empirical entropy,

$$
H_q(w) \triangleq -\frac{1}{N} \sum_{\alpha \in (\mathcal{R}_F)^n, \beta \in \mathcal{R}_F} n_q(w, \alpha)[\beta] \log_2 (P_q(w, \alpha)[\beta]),
$$

where the sum is only over non-zero counts and probabilities.

Allowing the context depth $q \triangleq q_N = o(\log(N))$ to grow slowly with $N$, various universal compression algorithms can achieve the empirical entropy $H_q(\cdot)$ asymptotically [30,31,51]. On the other hand, no compressor can outperform the entropy rate. Additionally, for large $N$, the empirical symbol counts with context depth $q$ provide a sufficiently precise characterization of the source statistics. Therefore, $H_q$ provides a concise approximation to the per-symbol coding length of a universal compressor.

### B. Markov chain Monte Carlo

Having approximated the coding length, we now describe how to optimize our objective function. We define the energy $\Psi^{H_q}(w)$ in an analogous manner to $\Psi^U(w)$ (7), using $H_q(w)$ as our universal coding length:

$$
\Psi^{H_q}(w) \triangleq N H_q(w) + c_4 \| y - \Phi w \|^2,
$$

where $c_4 = c_2 \log_2(e)$. The minimization of this energy is analogous to minimizing $\Psi^U(w)$.

Ideally, our goal is to compute the globally minimum energy solution $x^{H_q}_{MAP} \triangleq \arg \min_{w \in (\mathcal{R}_F)^N} \Psi^{H_q}(w)$. We use a stochastic MCMC relaxation [43] to achieve the globally minimum solution in the limit of infinite computation. To assist the reader in appreciating how MCMC is used to compute $x^{H_q}_{MAP}$, we include pseudocode for our approach in Algorithm 1. The algorithm, called basic MCMC (B-MCMC), will be used as a building block for our latter Algorithms 2 and 3 in Section V. The initial estimate $w$ is obtained by quantizing the initial point $x^* \in \mathbb{R}^N$ to $(\mathcal{R}_F)^N$. The initial point $x^*$ could be the output of any signal reconstruction algorithm, and because $x^*$ is a preliminary estimate of the signal that does not require high fidelity, we let $x^* = \Phi^T y$ for simplicity, where $(\cdot)^T$ denotes transpose. We refer to the processing of a single entry of $w$ as an iteration and group the processing of all entries of $w$, randomly permuted, into super-iterations.

The Boltzmann PMF is defined as

$$
\mathbb{P}_s(w) \triangleq \frac{1}{\zeta_s} \exp(-s \Psi^{H_q}(w)),
$$

where $s > 0$ is inversely related to the temperature in simulated annealing and $\zeta_s$ is a normalization constant.

MCMC samples from the Boltzmann PMF (12) using a Gibbs sampler: in each iteration, a single element $w_n$ is generated while the rest of $w$, $w \setminus n \triangleq \{ w_i : i \neq n \}$, remains unchanged. We denote by $w_1^{n-1} \beta w_{n+1}^N$ the concatenation of the initial portion of the output vector $w_1^{n-1}$, the symbol $\beta \in \mathcal{R}_F$, and the latter portion of the output $w_{n+1}^N$. The Gibbs sampler updates $w_n$ by resampling from the PMF:

$$
\mathbb{P}_s(w_n = a|w \setminus n) = \frac{\exp(-s \Psi^{H_q}(w_1^{n-1} \beta w_{n+1}^N))}{\sum_{b \in \mathcal{R}_F} \exp(-s \Psi^{H_q}(w_1^{n-1} \beta w_{n+1}^N))} = \frac{1}{\sum_{b \in \mathcal{R}_F} \exp(-s [N \Delta H_q(w, n, b, a) + c_4 \Delta d(w, n, b, a)])},
$$

where $\Delta H_q(w, n, b, a) = H_q(w_1^{n-1} \beta w_{n+1}^N) - H_q(w_1^{n-1} b w_{n+1}^N)$.
where
\[ \Delta H_q(w, n, b, a) \triangleq H_q(w_{n-1}^N b w_{n+1}^N) - H_q(w_{n-1}^N a w_{n+1}^N) \]
is the change in empirical entropy \( H_q(w) \) (10) when \( w_n = a \) is replaced by \( b \), and
\[ \Delta d(w, n, b, a) \triangleq \| y - \Phi(w_{n-1}^N b w_{n+1}^N) \|_2^2 - \| y - \Phi(w_{n-1}^N a w_{n+1}^N) \|_2^2 \]
is the change in \( \| y - \Phi w \|_2^2 \) when \( w_n = a \) is replaced by \( b \). The maximum change in the energy within an iteration of Algorithm 1 is then bounded by
\[ \Delta_q = \max_{1 \leq n \leq N} \max_{w \in (\mathcal{R}_F)^N} \max_{a, b \in \mathcal{R}_F} \{ N \Delta H_q(w, n, b, a) \} + c_4 \Delta d(w, n, b, a) \]
(15)
Note that \( x \) is assumed bounded (cf. Condition 1) so that (14–15) are bounded as well.

In MCMC, the space \( w \in (\mathcal{R}_F)^N \) is analogous to a statistical mechanical system, and at low temperatures the system tends toward low energies. Therefore, during the execution of the algorithm, we set a sequence of decreasing temperatures that takes into account the maximum change given in (15):
\[ s_t \triangleq \ln(t + r_0)/(cN \Delta_q) \]
for some \( c > 1 \),
where \( r_0 \) is a temperature offset. At low temperatures, i.e., large \( s_t \), a small difference in energy \( \Psi^{H_q}(w) \) drives a big difference in probability, cf. (12). Therefore, we begin at a high temperature where the Gibbs sampler can freely move around \( (\mathcal{R}_F)^N \). As the temperature is reduced, the PMF becomes more sensitive to changes in energy (12), and the trend toward \( w \) with lower energy grows stronger. In each iteration, the Gibbs sampler modifies \( w_n \) in a random manner that resembles heat bath concepts in statistical mechanics. Although MCMC could sink into a local minimum, Geman and Geman [43] proved that if we decrease the temperature according to (16), then the randomness of Gibbs sampling will eventually drive MCMC out of the locally minimum energy and it will converge to the globally optimal energy w.r.t. \( x_{MAP}^{H_q} \). Note that Geman and Geman proved that MCMC will converge, although the proof states that it will take infinitely long to do so. In order to help B-MCMC approach the global minimum with reasonable runtime, we will refine B-MCMC in Section V.

The following theorem is proven in Appendix A, following the framework established by Jalali and Weissman [48, 49].

**Theorem 1:** Let \( X \) be a stationary ergodic source that obeys Condition 1. Then the outcome \( w^r \) of Algorithm 1 in the limit of an infinite number of super-iterations \( r \) obeys
\[ \lim_{r \to \infty} \Psi^{H_q}(w^r) = \min_{\bar{w} \in (\mathcal{R}_F)^N} \Psi^{H_q}(\bar{w}) = \Psi^{H_q}(x_{MAP}^{H_q}) . \]

Theorem 1 shows that Algorithm 1 matches the best-possible performance of the universal MAP estimator as measured by the objective function \( \Psi^{H_q} \), which should yield an MSE that is twice the MMSE (cf. Conjecture 1).
Algorithm 1 Basic MCMC for universal CS – Fixed alphabet

1: **Inputs**: Initial estimate $w$, reproduction alphabet $\mathcal{R}_F$, noise variance $\sigma_Z^2$, number of super-iterations $r$, temperature constant $c > 1$, and context depth $q$

2: Compute $n_q(w, \alpha)[\beta]$, $\forall \alpha \in (\mathcal{R}_F)^q$, $\beta \in \mathcal{R}_F$

3: **for** $t = 1$ to $r$ **do** \(//\) super-iteration

4: $s \leftarrow \ln(t)/(cNq)$ \(//\) $s = s_t$, cf. (16)

5: Draw permutation $\{1, \ldots, N\}$ at random

6: **for** $t' = 1$ to $N$ **do** \(//\) iteration

7: Let $n$ be component $t'$ in permutation

8: **for** all $\beta$ in $\mathcal{R}_F$ **do** \(//\) possible new $w_n$

9: Compute $\Delta H_q(w, n, \beta, w_n)$

10: Compute $\Delta d(w, n, \beta, w_n)$

11: Compute $P_s(w_n = \beta|w^n)$ \(//\) Gibbs

12: Generate $w_n$ using $P_s(\cdot|w^n)$ \(//\) Gibbs

13: Update $n_q(w, \alpha)[\beta]$, $\forall \alpha \in (\mathcal{R}_F)^q$, $\beta \in \mathcal{R}_F$

14: **Output**: Return approximation $w$ of $x_{MAP}^H$

We want to remind the reader that Theorem 1 is based on the stationarity and ergodicity of the source, which could have memory. To gain some insight about the convergence process of MCMC, we focus on a fixed arbitrary sub-optimal sequence $w \in (\mathcal{R}_F)^N$. Suppose that at super-iteration $t$ the energy for the algorithm’s output $\Psi^{H_s}(w)$ has converged to the steady state (see Appendix A for details on convergence). We can then focus on the probability ratio $\rho_t = \frac{P_{s_t}(w)}{P_{s_t}(x_{MAP}^H)}$; $\rho_t < 1$ because $x_{MAP}^H$ is the global minimum and has the largest Boltzmann probability over all $w \in (\mathcal{R}_F)^N$, whereas $w$ is sub-optimal. We then consider the same sequence $w$ at super-iteration $t^2$; the inverse temperature is $2s_t$ and the corresponding ratio at super-iteration $t^2$ is (cf. (12))

$$\frac{P_{2s_t}(w)}{P_{2s_t}(x_{MAP}^H)} = \frac{\exp(-2s_t\Psi^{H_s}(w))}{\exp(-2s_t\Psi^{H_s}(x_{MAP}^H))} = \left(\frac{P_{s_t}(w)}{P_{s_t}(x_{MAP}^H)}\right)^2.$$ 

That is, between super-iterations $t$ and $t^2$ the probability ratio $\rho_t$ is also squared, and the Gibbs sampler is less likely to generate samples whose energy differs significantly from the minimum energy w.r.t. $x_{MAP}^H$. We infer from this argument that the probability concentration of our algorithm around the globally optimal energy w.r.t. $x_{MAP}^H$ is linear in the number of super-iterations.

C. Computational challenges

Studying the pseudocode of Algorithm 1, we recognize that Lines 9–11 must be implemented efficiently, as they run $rN|\mathcal{R}_F|$ times. Lines 9 and 10 are especially challenging.
For Line 9, a naive update of $H_q(w)$ has complexity $O(|R_F|^q+1)$, cf. (10). To address this problem, Jalali and Weissman [48, 49] recompute the empirical conditional entropy in $O(q|R_F|)$ time only for the $O(q)$ contexts whose corresponding counts are modified [48, 49]. The same approach can be used in Line 13, again reducing computation from $O(|R_F|^q+1)$ to $O(q|R_F|)$. Some straightforward algebra allows us to convert Line 10 to a form that requires aggregate runtime of $O(Nr(M + |R_F|))$. Combined with the computation for Line 9, and since $M \gg q|R_F|^2$ (because $|R_F| = \gamma^2, \gamma = \lceil \ln(N) \rceil, q = o(\log(N))$, and $M = O(N)$) in practice, the entire runtime of our algorithm is $O(rMN)$.

The practical value of Algorithm 1 may be reduced due to its high computational cost, dictated by the number of super-iterations $r$ required for convergence to $x_{MAP}^{H_q}$ and the large size of the reproduction alphabet. Nonetheless, Algorithm 1 provides a starting point toward further performance gains of more practical algorithms for computing $x_{MAP}^{H_q}$, which are presented in Section V. Furthermore, our experiments in Section VI will show that the performance of the algorithm of Section V is comparable to and in many cases better than existing algorithms.

V. ADAPTIVE REPRODUCTION ALPHABET

While Algorithm 1 is a first step toward universal signal estimation in CS, $N$ must be large enough to ensure that $R_F$ quantizes a broad enough range of values of $\mathbb{R}$ finely enough to represent the estimate $x_{MAP}^{H_q}$ well. For large $N$, the estimation performance using the reproduction alphabet (6) could suffer from high computational complexity. On the other hand, for small $N$ the number of reproduction levels employed is insufficient to obtain acceptable performance. Nevertheless, using an excessive number of levels will slow down the convergence. Therefore, in this section, we explore techniques that tailor the reproduction alphabet adaptively to the signal being observed.

A. Adaptivity in reproduction levels

To estimate better with finite $N$, we utilize reproduction levels that are adaptive instead of the fixed levels in $R_F$. To do so, instead of $w \in (R_F)^N$, we optimize over a sequence $u \in Z^N$, where $|Z| < |R_F|$ and $|\cdot|$ denotes the size. The new reproduction alphabet $Z$ does not directly correspond to real numbers. Instead, there is an adaptive mapping $A : Z \rightarrow \mathbb{R}$, and the reproduction levels are $A(Z)$. Therefore, we call $Z$ the adaptive reproduction alphabet. Since the mapping $A$ is one-to-one, we also refer to $Z$ as reproduction levels. Considering the energy function (11), we now compute the empirical symbol counts $n_q(u, \alpha)[\beta]$, order $q$ conditional empirical probabilities $p_q(u, \alpha)[\beta]$, and order $q$ conditional empirical entropy $H_q(u)$ using $u \in Z^N, \alpha \in Z^q$, and $\beta \in Z$, cf. (8), (9), and (10). Similarly, we use $\|y - \Phi A(u)\|^2$ instead of $\|y - \Phi w\|^2$, where $A(u)$ is the straightforward vector extension of $A$. These modifications yield an adaptive energy function $\Psi_A^{H_q}(u) \equiv NH_q(u) + c_4\|y - \Phi A(u)\|^2$.

We choose $A_{opt}$ to optimize for minimum squared error,

$$A_{opt} = \arg \min_A \|y - \Phi A(u)\|^2$$

$$= \arg \min_A \left[ \sum_{m=1}^M (y_m - [\Phi A(u)]_m)^2 \right],$$
\[
\frac{d\Upsilon(A)}{dA(\beta)} = -2 \sum_{m=1}^{M} \left( y_m - \sum_{n=1}^{N} \Phi_{mn}A(u_n) \right) \left( \sum_{\lambda=1}^{N} \Phi_{mn}1_{\{u_n=\beta\}} \right) = 0, \ \forall \ \beta \in Z \quad (17)
\]

where \([\Phi, A(u)]_m\) denotes the \(nt^{th}\) entry of the vector \(\Phi, A(u)\). The optimal mapping depends entirely on \(y, \Phi, \) and \(u\). From a coding perspective, describing \(A_{opt}(u)\) requires \(b \log \log(N)\) bits for \(u\) and \(|Z| b \log \log(N)\) bits for \(A_{opt}\) to match the resolution of the non-adaptive \(R_P\), with \(b > 1\) an arbitrary constant [47]. The resulting coding length defines our universal prior.

**Optimization of reproduction levels:** We now describe the optimization procedure for \(A_{opt}\), which must be computationally efficient. Write

\[
\Upsilon(A) \triangleq \|y - \Phi A(u)\|^2 = \sum_{m=1}^{M} \left( y_m - \sum_{n=1}^{N} \Phi_{mn}A(u_n) \right)^2,
\]

where \(\Phi_{mn}\) is the entry of \(\Phi\) at row \(m\) and column \(n\). For \(\Upsilon(A)\) to be minimum, we need zero-valued derivatives in (17), where \(1_{\{A\}}\) is the indicator function for event \(A\). Define the location sets \(L_{\beta} \triangleq \{n : 1 \leq n \leq N, u_n = \beta\}\) for each \(\beta \in Z\), and rewrite the derivatives of \(\Upsilon(A)\),

\[
\frac{d\Upsilon(A)}{dA(\beta)} = -2 \sum_{m=1}^{M} \left( y_m - \sum_{\lambda \in Z} A(\lambda) \mu_{m\lambda} \right) \mu_{m\beta} \quad (18)
\]

Let the per-character sum column values be

\[
\mu_{m\beta} \triangleq \sum_{n \in L_{\beta}} \Phi_{mn}, \quad (19)
\]

for each \(m \in \{1, \ldots, M\}\) and \(\beta \in Z\). We desire the derivatives to be zero, cf. (18):

\[
0 = \sum_{m=1}^{M} \left( y_m - \sum_{\lambda \in Z} A(\lambda) \mu_{m\lambda} \right) \mu_{m\beta}.
\]

Thus, the system of equations must be satisfied,

\[
\sum_{m=1}^{M} y_m \mu_{m\beta} = \sum_{m=1}^{M} \left( \sum_{\lambda \in Z} A(\lambda) \mu_{m\lambda} \right) \mu_{m\beta} \quad (20)
\]

for each \(\beta \in Z\). Consider now the right hand side,

\[
\sum_{m=1}^{M} \left( \sum_{\lambda \in Z} A(\lambda) \mu_{m\lambda} \right) \mu_{m\beta} = \sum_{\lambda \in Z} A(\lambda) \sum_{m=1}^{M} \mu_{m\lambda} \mu_{m\beta},
\]

for each \(\beta \in Z\). The system of equations can be described in matrix form in (21). Note that by writing \(\mu\) as a matrix with entries indexed by row \(m\) and column \(\beta\) given by (19), we can write \(\Omega\) as a Gram matrix, \(\Omega = \mu^T \mu\), and we
Fig. 1. Flowchart of Algorithm 3 (size- and level-adaptive MCMC). $L(r)$ denotes running $L$-MCMC for $r$ super-iterations. The parameters $r_1, r_2, r_3, r_4$, and $r_{4b}$ are the number of super-iterations used in Stages 1 through 4, respectively. Criteria $D_1 - D_3$ are described in the text.

also have $\Theta = \mu^T y$, cf. (20). The optimal $A$ can be computed as a $|Z| \times 1$ vector $A_{opt} = \Omega^{-1} \Theta = (\mu^T \mu)^{-1} \mu^T y$ if $\Omega \in \mathbb{R}^{\mid Z \times |Z|}$ is invertible. We note in passing that numerical stability can be improved by regularizing $\Omega$. Note also that

$$\|y - \Phi \A(u)\|^2 = \sum_{m=1}^{M} \left( y_m - \sum_{\beta \in Z} \mu_{m, \beta} A_{opt}(\beta) \right)^2,$$

which can be computed in $O(M|Z|)$ time instead of $O(MN)$.

Computational complexity: Pseudocode for level-adaptive MCMC (L-MCMC) appears in Algorithm 2, which resembles Algorithm 1. The initial mapping $A$ is inherited from a quantization of the initial point $x^*$, $r_0 = 0$ ($r_0$ takes different values in Section V-B), and other minor differences between B-MCMC and L-MCMC appear in lines marked by asterisks.

We discuss computational requirements for each line of the pseudocode that is run within the inner loop.

- Line 10 can be computed in $O(q|Z|)$ time (see discussion of Line 9 of B-MCMC in Section IV-C).
- Line 11 updates $\mu_{m, \beta}$ for $m = 1, ..., M$ in $O(M)$ time.
- Line 12 updates $\Omega$. Because we only need to update $O(1)$ columns and $O(1)$ rows, each such column and row contains $O(|Z|)$ entries, and each entry is a sum over $O(M)$ terms, we need $O(M|Z|)$ time.
- Line 13 requires inverting $\Omega$ in $O(|Z|^3)$ time.
- Line 14 requires $O(M|Z|)$ time, cf. (22).
- Line 15 requires $O(|Z|)$ time.

In practice we typically have $M \gg |Z|^2$, and so the aggregate complexity is $O(rMN|Z|)$, which is greater than the computational complexity of Algorithm 1 by a factor of $O(|Z|)$.

B. Adaptivity in reproduction alphabet size

While Algorithm 2 adaptively maps $u$ to $\mathbb{R}^N$, the signal estimation quality heavily depends on $|Z|$. Denote the true alphabet of the signal by $\mathcal{X}$, $x \in \mathcal{X}^N$; if the signal is continuous-valued, then $|\mathcal{X}|$ is infinite. Ideally we want to employ as many levels as the runtime allows for continuous-valued signals, whereas for discrete-valued signals we want $|Z| = |\mathcal{X}|$. Inspired by this observation, we propose to begin with some initial $|Z|$, and then adaptively adjust $|Z|$ hoping to match $|\mathcal{X}|$. Hence, we propose the size- and level-adaptive MCMC algorithm (Algorithm 3), which invokes L-MCMC (Algorithm 2) several times.

Three basic procedures: In order to describe the size- and level-adaptive MCMC (SLA-MCMC) algorithm in detail, we introduce three alphabet adaptation procedures as follows.
Algorithm 2 Level-adaptive MCMC

1: *Inputs: Initial mapping $A$, sequence $u$, adaptive alphabet $Z$, noise variance $\sigma_Z^2$, number of super-iterations $r$, temperature constant $c > 1$, context depth $q$, and temperature offset $r_0$

2: Compute $n_q(u, \alpha) [\beta], \forall \alpha \in Z^q, \beta \in Z$

3: *Initialize $\Omega$

4: for $t = 1$ to $r$ do // super-iteration

5: $s \leftarrow \ln(t + r_0) / (cN \Delta q)$ // $s = s_t$, cf. (16)

6: Draw permutation $\{1, \ldots, N\}$ at random

7: for $t' = 1$ to $N$ do // iteration

8: Let $n$ be component $t'$ in permutation

9: for all $\beta$ in $Z$ do // possible new $u_n$

10: Compute $\Delta H_q (u, n, \beta, u_n)$

11: *Compute $\mu_{m\beta}, \forall m \in \{1, \ldots, M\}$

12: *Update $\Omega$ // $O(1)$ rows and columns

13: *Compute $A_{\text{opt}}$ // invert $\Omega$

14: Compute $\|y - \Phi A(u^n - 1 \beta u_n N + 1)\|^2$

15: Compute $P_s (u_n = \beta | u_n)$

16: *$\tilde{u}_n \leftarrow u_n$ // save previous value

17: Generate $u_n$ using $P_s (\cdot | u_n)$ // Gibbs

18: Update $n_q (\cdot) [\cdot]$ at $O(q)$ relevant locations

19: *Update $\mu_{m\beta}, \forall m, \beta \in \{u_n, \tilde{u}_n\}$

20: *Update $\Omega$ // $O(1)$ rows and columns

21: *Outputs: Return approximation $A(u)$ of $x_{MAP}^u$, $Z$, and temperature offset $r_0 + r$

- **MERGE:** First, find the closest adjacent levels $\beta_1, \beta_2 \in Z$. Create a new level $\beta_3$ and add it to $Z$. Let $A(\beta_3) = (A(\beta_1) + A(\beta_2))/2$. Replace $u_i$ by $\beta_3$ whenever $u_i \in \{\beta_1, \beta_2\}$. Next, remove $\beta_1$ and $\beta_2$ from $Z$.

- **ADD-out:** Define the range $R_A = [\min A(Z), \max A(Z)]$, and $I_{RA} = \max A(Z) - \min A(Z)$. Add a lower level $\beta_3$ and/or upper level $\beta_4$ to $Z$ with

$$A(\beta_3) = \min A(Z) - \frac{I_{RA}}{|Z| - 1},$$

$$A(\beta_4) = \max A(Z) + \frac{I_{RA}}{|Z| - 1}.$$ 

Note that $|\{u_i : u_i = \beta_3 \text{ or } \beta_4, i = 1, \ldots, N\}| = 0$, i.e., the new levels are empty.

- **ADD-in:** First, find the most distant adjacent levels, $\beta_1$ and $\beta_2$. Then, add a level $\beta_3$ to $Z$ with $A(\beta_3) =$
\begin{align*}
(\mathcal{A}(\beta_1) + \mathcal{A}(\beta_3))/2. \text{ For } i \in \{1, \ldots, |Z|\}, \text{ s.t. } u_i = \beta_1, \text{ replace } u_i \text{ by } \beta_3 \text{ with probability } \\
P_s(u_i = \beta_2) \\
\quad \frac{P_s(u_i = \beta_1) + P_s(u_i = \beta_2)}{P_s(u_i = \beta_1) + P_s(u_i = \beta_2)},
\end{align*}

where \(P_s\) is given in (12); for \(i \in \{1, \ldots, |Z|\}\) s.t. \(u_i = \beta_2\), replace \(u_i\) by \(\beta_3\) with probability

\[
\frac{P_s(u_i = \beta_1)}{P_s(u_i = \beta_1) + P_s(u_i = \beta_2)}.
\]

Note that \(|\{u_i : u_i = \beta_3, i = 1, \ldots, N\}|\) is typically non-zero, i.e., \(\beta_3\) tends not to be empty.

We call the process of running one of these procedures followed by running L-MCMC a round.

**Size- and level-adaptive MCMC:** SLA-MCMC is conceptually illustrated in the flowchart in Fig. 1. It has four stages, and in each stage we will run L-MCMC for several super-iterations; we denote the execution of L-MCMC for \(r\) super-iterations by \(L(r)\). The parameters \(r_1, r_2, r_3, r_{4a},\) and \(r_{4b}\) are the number of super-iterations used in Stages 1 through 4, respectively. The choice of these parameters reflects a trade-off between runtime and estimation quality.

In Stage 1, SLA-MCMC uses a fixed-size adaptive reproduction alphabet \(Z\) to tentatively estimate the signal. The initial point of Stage 1 is obtained in the same way as L-MCMC. After Stage 1, the initial point and temperature offset for each instance of L-MCMC correspond to the respective outputs of the previous instance of L-MCMC. If the source is discrete-valued and \(|Z| > |X|\) in Stage 1, then multiple levels in the output \(Z\) of Stage 1 may correspond to a single level in \(X\). To alleviate this problem, in Stage 2 we merge levels closer than \(T = I_{R_{A}}/(K_1 \times (|Z| - 1))\), where \(K_1\) is a parameter.

However, \(|Z|\) might still be larger than needed; hence in Stage 3 we tentatively merge the closest adjacent levels. The criterion \(D1\) evaluates whether the current objective function is lower (better) than in the previous round; we do not leave Stage 3 until \(D1\) is violated. Note that if \(|X| > |Z|\) (this always holds for continuous-valued signals), then ideally SLA-MCMC should not merge any levels in Stage 3, because the objective function would increase if we merge any levels.

Define the outlier set \(S = \{x_i : x_i \notin R_{A}, i = 1, \ldots, N\}\). Under Condition 1, \(S\) might be small or even empty. When \(S\) is small, L-MCMC might not assign levels to represent the entries of \(S\). To make SLA-MCMC more robust to outliers, in Stage 4a we add empty levels outside the range \(R_{A}\) and then allow L-MCMC to change entries of \(u\) to the new levels during Gibbs sampling; we call this populating the new levels. If a newly added outside level is not populated, then we remove it from \(Z\). Seeing that the optimal mapping \(A_{opt}\) in L-MCMC tends not to map symbols to levels with low population, we consider a criterion \(D2\) where we will add an outside upper (lower) level if the population of the current upper (lower) level is smaller than \(N/(K_2|Z|)\), where \(K_2\) is a parameter. That is, the criterion \(D2\) is violated if both populations of the current upper and lower levels are sufficient (at least \(N/(K_2|Z|)\)); in this case we do not need to add outside levels because \(A_{opt}\) will map some of the current levels to represent the entries in \(S\). The criterion \(D3\) is violated if all levels added outside are not populated by the end of the round. SLA-MCMC keeps adding levels outside \(R_{A}\) until it is wide enough to cover most of the entries of \(x\).

Next, SLA-MCMC considers adding levels inside \(R_{A}\) (Stage 4b). If the signal is discrete-valued, this stage should stop when \(|Z| = |X|\). Else, for continuous-valued signals SLA-MCMC can add levels until the runtime expires.
In practice, SLA-MCMC runs L-MCMC at most a constant number of times, and the computational complexity is in the same order of L-MCMC, i.e., \( O(rMN|Z|) \). On the other hand, SLA-MCMC allows varying \(|Z|\), which often improves the estimation quality.

### C. Mixing

Donoho proved for the scalar channel setting that \( x_{KS} \) is sampled from the posterior \( P_{X|Y}(x|y) \) \cite{33}. Seeing that the Gibbs sampler used by MCMC (cf. Section IV-B) generates random samples, and the outputs of our algorithm will be different if its random number generator is initialized with different random seeds, we speculate that running SLA-MCMC several times will also yield independent samples from the posterior, where we note that the runtime grows linearly in the number of times that we run SLA-MCMC. By mixing (averaging over) several outputs of SLA-MCMC, we obtain \( \hat{x}_{\text{avg}} \), which may have lower squared error w.r.t. the true \( x \) than the average squared error obtained by a single SLA-MCMC output. Numerical results suggest that mixing indeed reduces the MSE (cf. Fig. 8); this observation suggests that mixing the outputs of multiple algorithms, including running a random reconstruction algorithm several times, may reduce the squared error.

### VI. NUMERICAL RESULTS

In this section, we demonstrate that SLA-MCMC is comparable and in many cases better than existing algorithms in reconstruction quality, and that SLA-MCMC is applicable when \( M > N \). Additionally, some numerical evidence is provided to justify Conjecture 1 in Section III-C. Then, the advantage of SLA-MCMC in estimating low-complexity signals is demonstrated. Finally, we compare B-MCMC, L-MCMC, and SLA-MCMC performance.

We implemented SLA-MCMC in Matlab\(^7\) and tested it using several stationary ergodic sources. Except when noted, for each source, signals \( x \) of length \( N = 10000 \) were generated. Each such \( x \) was multiplied by a Gaussian random matrix \( \Phi \) with normalized columns and corrupted by i.i.d. Gaussian measurement noise \( z \). Except when noted, the number of measurements \( M \) varied between 2000 and 7000. The noise variance \( \sigma^2_Z \) was selected to ensure that the signal-to-noise ratio (SNR) was 5 or 10 dB; SNR was defined as \( \text{SNR} = 10 \log_{10} \left( \frac{(NE[x^2])}{(M\sigma^2_Z)} \right) \).

According to Section IV-A, the context depth \( q = o(\log(N)) \), where the base of the logarithm is the alphabet size; using typical values such as \( N = 10000 \) and \( |Z| = 10 \), we have \( \log(N) = 4 \) and set \( q = 2 \). While larger \( q \) will slow down the algorithm, it might be necessary to increase \( q \) when \( N \) is larger. The number of super-iterations in different stages of SLA-MCMC \( r_1 = 50 \) and \( r_2 = r_3 = r_4a = r_4b = 10 \), the maximum total number of super-iterations to be 240, the initial number of levels \( |Z| = 7 \), and the tuning parameter from Section V-B \( K_1, K_2 = 10 \); these parameters seem to work well on an extensive set of numerical experiments. SLA-MCMC was not given the true alphabet \( \mathcal{X} \) for any of the sources presented in this paper; our expectation is that it should adaptively adjust \( |Z| \) to match \( |\mathcal{X}| \). The final estimate \( \hat{x}_{\text{avg}} \) of each signal was obtained by averaging over the outputs \( \hat{x} \) of 5 runs of SLA-MCMC, where in each run we initialized the random number generator with another random seed,\(^7\)

\(^7\)A toolbox that runs the simulations in this paper is available at http://people.engr.ncsu.edu/dzbaron/software/UCS_BaronDuarte/
TABLE I
COMPUTATIONAL COMPLEXITY

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLA-MCMC</td>
<td>$O(rMN</td>
</tr>
<tr>
<td>CoSaMP</td>
<td>$O(L\log \frac{</td>
</tr>
<tr>
<td>GPSR</td>
<td>$O(rPN)$</td>
</tr>
<tr>
<td>EGAM</td>
<td>$O(r_MT_1 + r_Mr_GMN)$</td>
</tr>
<tr>
<td>tG</td>
<td>$O(r_ET_2 + r_Er_GMN)$</td>
</tr>
</tbody>
</table>

cf. Section V-C. These choices of parameters seemed to provide a reasonable compromise between runtime and estimation quality.

We chose our performance metric as the mean signal-to-distortion ratio (MSDR) defined as $\text{MSDR} = 10 \log_{10} \left( \frac{E[|x|^2]}{\text{MSE}} \right)$. For each $M$ and SNR, the MSE was obtained after averaging over the squared errors of $\hat{x}_{\text{avg}}$ for 50 draws of $x$, $\Phi$, and $z$. We compared the performance of SLA-MCMC to that of (i) compressive sensing matching pursuit (CoSaMP) [52], a greedy method; (ii) gradient projection for sparse reconstruction (GPSR) [10], an optimization-based method; (iii) message passing approaches (for each source, we chose best-matched algorithms between EM-GM-AMP-MOS (EGAM for short) [16] and turboGAMP (tG for short) [17]); and (iv) Bayesian compressive sensing [13] (BCS). Note that EGAM [16] places a Gaussian mixture prior on the signal, and tG [17] builds a prior set including the priors for the signal, the support set of the signal, the channel, and the amplitude structure. Both algorithms learn the parameters of their assumed priors online from the measurements. We compare the computational complexities of the algorithms above in Table I, where $L$ bounds the cost of a matrix-vector multiply with $\Phi$ or the Hermitian transpose of $\Phi$, and $\epsilon$ is a given precision parameter [52]; $r_P, r_E, r_G, r_M$ are the number of GPSR [10], Expectation Maximization (EM), GAMP [12], and model selection [16] iterations, respectively; $T_1$ and $T_2$ are the average complexities for the EM algorithm and the turbo updating scheme [17]. Because all these algorithms are iterative algorithms and require different number of iterations to converge or reach a satisfactory reconstruction quality, we also report their typical runtimes here. Typical runtimes are 1 hour (for continuous-valued signals) and 15 minutes (discrete-valued) per random seed for SLA-MCMC, 30 minutes for EGAM [16] and tG [17], and 10 minutes for CoSaMP [52] and GPSR [10] on an Intel(R) Core(TM) i7 CPU 860 @ 2.8GHz with 16.0GB RAM running 64 bit Windows 7. The performance of BCS was roughly 5 dB below SLA-MCMC results. Hence, BCS results are not shown in the sequel. We emphasize that algorithms that use training data (such as dictionary learning) [23, 26–28] will find our problem size $N = 10000$ too large, because they need a training set that has more than $N$ signals. On the other hand, SLA-MCMC does not need to train itself on any training set, and hence is advantageous.

Among these baseline algorithms designed for i.i.d. signals, GPSR [10] and EGAM [16] only need $y$ and $\Phi$, and CoSaMP [52] also needs the number of non-zeros in $x$. Only tG [17] is designed for non-i.i.d. signals; however, it must be aware of the probabilistic model of the source. Finally, GPSR [10] performance was similar to that of
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**Fig. 2.** SLA-MCMC, EGAM, and CoSaMP estimation results for a source with i.i.d. Bernoulli entries with non-zero probability of 3% as a function of the number of Gaussian random measurements $M$ for different SNR values ($N = 10000$).

CoSaMP [52] for all sources considered in this section, and thus is not plotted.

### A. Performance on discrete-valued sources

**Bernoulli source:** We first present results for an i.i.d. Bernoulli source. The Bernoulli source followed the distribution $f_X(x) = 0.03\delta(x-1) + 0.97\delta(x)$, where $\delta(\cdot)$ is the Dirac delta function. Note that SLA-MCMC did not know $X = \{0, 1\}$ and had to estimate it on the fly. We chose EGAM [16] for message passing algorithms because it fits the signal with Gaussian mixtures (GM), which can accurately characterize signals from an i.i.d. Bernoulli source. The resulting MSDRs for SLA-MCMC, EGAM [16], and CoSaMP [52] are plotted in Fig. 2. We can see that when SNR = 5 dB, EGAM [16] approaches the MMSE [53] performance for low to medium $M$; although SLA-MCMC is often worse than EGAM [16], it is within 3 dB of the MMSE performance. This observation that SLA-MCMC approaches the MMSE for SNR = 5 dB partially substantiates Conjecture 1 in Section III-C. When SNR = 10 dB, SLA-MCMC is comparable to EGAM [16] when $M \geq 3000$. CoSaMP [52] has worse MSDR.

**Dense Markov-Rademacher source:** Considering that most algorithms are designed for i.i.d. sources, we now illustrate the performance of SLA-MCMC on non-i.i.d. sources by simulating a dense Markov-Rademacher (MRad for short) source. The non-zero entries of the dense MRad signal were generated by a two-state Markov state machine (non-zero and zero states). The transition from zero to non-zero state for adjacent entries had probability $P_{01} = \frac{3}{70}$, while the transition from non-zero to zero state for adjacent entries had probability $P_{10} = 0.10$; these parameters yielded 30% non-zero entries on average. The non-zeros were drawn from a Rademacher distribution, which took values ±1 with equal probability. With such denser signals, we may need to take more measurements and/or require higher SNRs to achieve similar performance to previous examples. The number of measurements varied from 6000 to 16000, with SNR = 10 and 15 dB. Although tG [17] does not provide an option that accurately characterize the MRad source, we still chose to compare against its performance because it is applicable to non-i.i.d. signals.
The MSDRs for SLA-MCMC and tG [17] are plotted in Fig. 3. CoSaMP [52] performs poorly as it is designed for sparse signal recovery, and its results are not shown. Although tG [17] is designed for non-i.i.d. sources, it is nonetheless outperformed by SLA-MCMC. This example shows that SLA-MCMC reconstructs non-i.i.d. signals well and is applicable to general linear inverse problems. However, recall that the computational complexity of SLA-MCMC is $O(rMN|Z|)$. Hence, despite the appealing performance of SLA-MCMC shown in this example, we will suffer from high computational time when we have to apply SLA-MCMC in the case when $M > N$.

B. Performance on continuous sources

We now discuss the performance of SLA-MCMC in estimating continuous sources.

**Sparse Laplace (i.i.d.) source:** For unbounded continuous-valued signals, which do not adhere to Condition 1, we simulated an i.i.d. sparse Laplace source following the distribution $f_X(x) = 0.03\mathcal{L}(0, 1) + 0.97\delta(x)$, where $\mathcal{L}(0, 1)$ denotes a Laplacian distribution with mean zero and variance one. We chose EGAM [16] for message passing algorithms because it fits the signal with GM, which can accurately characterize signals from an i.i.d. sparse Laplace source. The MSDRs for SLA-MCMC, EGAM [16], and CoSaMP [52] are plotted in Fig. 4. We can see that EGAM [16] approaches the MMSE [53] performance in all settings; SLA-MCMC outperforms CoSaMP [52], while it is approximately 2 dB worse than the MMSE. Recall from Conjecture 1 that we expect to achieve twice the MMSE, which is approximately 3 dB below the signal-to-distortion ratio of MMSE, and thus SLA-MCMC performance is reasonable. This example of SLA-MCMC performance approaching the MMSE further substantiates Conjecture 1.

**Markov-Uniform source:** For bounded continuous-valued signals, which adhere to Condition 1, we simulated a Markov-Uniform (MUnif for short) source, whose non-zero entries were generated by a two-state Markov state machine (non-zero and zero states) with $P_{01} = \frac{3}{970}$ and $P_{10} = 0.10$; these parameters yielded 3% non-zeros entries on average. The non-zero entries were drawn from a uniform distribution between 0 and 1. We chose tG with Markov support and GM model options [17] for message passing algorithms. We plot the resulting MSDRs for
SLA-MCMC, tG [17], and CoSaMP [52] in Fig. 5. We can see that the CoSaMP [52] lags behind in MSDR. The SLA-MCMC curve is close to that of tG [17] when SNR = 10 dB, and it is slightly better than tG [17] when SNR = 5 dB. When the signal model is known, the message passing approaches EGAM [16] and tG [17] achieve quite low MSE’s, because they can get close to the Bayesian MMSE. Sometimes the model is only known imprecisely, and SLA-MCMC can improve over message passing; for example, it is better than tG [17] in estimating MUnif signals (Fig. 5), because tG [17] approximates the uniformly distributed non-zeros by GM.

C. Comparison between discrete and continuous sources

When the source is continuous (Figs. 4 and 5), SLA-MCMC might be worse than the existing message passing approaches (EGAM [16] and tG [17]). One reason for the under-performance of SLA-MCMC is the 3 dB gap of Conjecture 1. The second reason is that SLA-MCMC can only assign finitely many levels to approximate continuous-valued signals, leading to under-representation of the signal. However, when it comes to discrete-valued signals that have finite size alphabets (Figs. 2 and 3), SLA-MCMC is comparable to and in many cases better than existing algorithms. Nonetheless, we observe in the figures that SLA-MCMC is far from the state-of-the-art when the SNR is high and measurement rate is low. Additionally, the dense MRad source in Fig. 3 has only a limited number of discrete levels and may not provide a general enough example.

D. Performance on low-complexity signals

SLA-MCMC promotes low complexity due to the complexity-penalized term in the objective function (11). Hence, it tends to perform well for signals with low complexity such as the signals in Figs. 2 and 3 (note that the Bernoulli signal is sparse while the MRad signal is denser). In this subsection, we simulated a non-sparse low-complexity
signal. We show that complexity-penalized approaches such as SLA-MCMC might estimate low-complexity signals well.

**Four-state Markov source:** To evaluate the performance of SLA-MCMC for discrete-valued non-i.i.d. and non-sparse signals, we examined a four-state Markov source (Markov4 for short) that generated the pattern $+1, +1, -1, +1, +1, -1, +1, -1, ...$ with 3% errors in state transitions, resulting in the signal switching from $-1$ to $+1$ or vice versa either too early or too late. Note that the reconstruction algorithm did not know that this source is a binary source. While it is well known that sparsity-promoting recovery algorithms [10, 17, 52] can recover sparse sources from linear measurements, the aforementioned switching source is not sparse in conventional sparsifying bases (e.g., Fourier, wavelet, and discrete cosine transforms), rendering such sparsifying transforms not applicable. Signals generated by this Markov source can be sparsified using an averaging analysis matrix [54] whose diagonal and first three lower sub-diagonals are filled with $+1$, and all other entries are $0$; this transform yields 6% non-zeros in the sparse coefficient vector. However, even if this matrix had been known a priori, existing algorithms based on analysis sparsity [54] did not perform satisfactorily, yielding mean signal-to-distortion ratios below 5 dB. Thus, we did not include the results for these baseline algorithms in Fig. 6. On the other hand, Markov4 signals have low complexity in the time domain, and hence, SLA-MCMC successfully reconstructed Markov4 signals with reasonable quality even when $M$ was relatively small. This Markov4 source highlights the special advantage of our approach in reconstructing low-complexity signals.

The MSDRs for shorter Markov4 signals are also plotted in Fig. 6. We can see that SLA-MCMC performs better when the signal to be reconstructed is longer. Indeed, SLA-MCMC needs a signal that is long enough to learn the statistics of the signal.
Fig. 6. SLA-MCMC estimation results for a four-state Markov switching source as a function of the measurement rate $R$ for different SNR values and signal lengths. Existing CS algorithms fail at reconstructing this signal, because this source is not sparse.

E. Performance on real world signals

Our experiments up to this point use synthetic signals, where SLA-MCMC has shown comparable and in many cases better results than existing algorithms. This subsection evaluates how well SLA-MCMC reconstructs a real world signal. We use the “Chirp” sound clip from Matlab: we cut a consecutive part with length 9600 out of the “Chirp” (denoted by $x$) and performed a short-time discrete cosine transform (DCT) with window size, number of DCT points, and hop size all being 32. Then we vectorized the resulting short-time DCT coefficients matrix to form a coefficient vector $\theta$ of length 9600. By denoting the short-time DCT matrix by $W^{-1}$, we have $\theta = W^{-1}x$. Therefore, we can rewrite (1) as $y = A\theta + z$, where $A = \Phi W$. We want to reconstruct $\theta$ from the measurements $y$ and the matrix $A$. After we obtain the estimate $\hat{\theta}$, we obtain the estimated signal by $\hat{x} = W \hat{\theta}$. Although the coefficient vector $\theta$ may exhibit some type of memory, it is not readily modeled in closed form, and so we cannot provide a valid model for $\tau_G$ [17]. Instead, we use EGAM [16] as our benchmark algorithm. We do not compare to CoSaMP [52] because it falls behind in performance as we have seen from other examples. The MSDRs for SLA-MCMC and EGAM [16] are plotted in Fig. 7, where SLA-MCMC outperforms EGAM by 1–2 dB.

F. Comparison of B-MCMC, L-MCMC, and SLA-MCMC

We compare the performance of B-MCMC, L-MCMC, and SLA-MCMC with different numbers of seeds (cf. Section V-C) by examining the MUnif source (cf. Section VI-B). We ran B-MCMC with the fixed uniform alphabet $\mathcal{R}_F$ in (6) with $|\mathcal{R}_F| = 10$ levels. L-MCMC was initialized in the same way as Stage 1 of SLA-MCMC. B-MCMC and L-MCMC ran for 100 super-iterations before outputting the estimates; this number of super-iterations was sufficient because it was greater than $r_1 = 50$ in Stage 1 of SLA-MCMC. The results are plotted in Fig. 8. B-MCMC did not perform well given the $\mathcal{R}_F$ in (6) and is not plotted. We can see that SLA-MCMC outperforms
SLA-MCMC and EGAM estimation results for a Chirp signal as a function of the measurement rate $R$ for different SNR values ($N = 9600$).

L-MCMC. Averaging over more seeds provides an increase of 1 dB in MSDR.\(^8\) It is likely that averaging over more seeds with each seed running fewer super-iterations will decrease the squared error. We leave the optimization of the number of seeds and the number of super-iterations in each seed for future work. Finally, we tried a “good” reproduction alphabet in B-MCMC, $\bar{R}_F = \frac{1}{|R_F| - 1/2} \{0, \ldots, |R_F| - 1\}$, and the results were close to those of SLA-MCMC. Indeed, B-MCMC is quite sensitive to the reproduction alphabet, and Stages 2–4 of SLA-MCMC find a good set of levels. Example output levels $A(Z)$ of SLA-MCMC were: $\{-0.001, 0.993\}$ for Bernoulli signals, $\{-0.998, 0.004, 1.004\}$ for dense MRad signals, 21 levels spread in the range $[-3.283, 4.733]$ for i.i.d. sparse Laplace signals, 22 levels spread in the range $[-0.000, 0.955]$ for MUnif signals, and $\{-1.010, 0.996\}$ for Markov4 signals; we can see that SLA-MCMC adaptively adjusted $|Z|$ to match $|\lambda|$ so that these levels represented each signal well. Also, we can see from Figs. 2–4 that SLA-MCMC did not perform well in the low measurements and high SNR setting, which was due to mismatch between $|Z|$ and $|\lambda|$.

VII. CONCLUSIONS

This paper provides universal algorithms for signal estimation from linear measurements. Here, universality denotes the property that the algorithm need not be informed of the probability distribution for the recorded signal prior to acquisition; rather, the algorithm simultaneously builds estimates both of the observed signal and its distribution. Inspired by the Kolmogorov sampler [33] and motivated by the need for a computationally tractable framework, our contribution focuses on stationary ergodic signal sources and relies on a MAP estimation algorithm. The algorithm is then implemented via a MCMC formulation that is proven to be convergent in the limit of infinite computation. We reduce the computation and improve the estimation quality of the proposed algorithm by adapting the reproduction alphabet to match the complexity of the input signal. Our experiments have shown that

\(^8\)For other sources, we observed an increase in MSDR of up to 2 dB.
the performance of the proposed algorithm is comparable to and in many cases better than existing algorithms, particularly for low-complexity sources that do not exhibit standard sparsity or compressibility.

As we were finishing this paper, Jalali and Poor [55] have independently shown that our formulation (11) also provides an implementable version of Rényi entropy minimization. Their theoretical findings further motivate our proposed universal MCMC formulation.

APPENDIX A. PROOF OF THEOREM 1

Our proof mimics a very similar proof presented in [48, 49] for lossy source coding; we include all details for completeness. The proof technique relies on mathematical properties of non-homogeneous (e.g., time-varying) Markov Chains (MCs) [56]. Through the proof, $\mathcal{S} \triangleq (\mathcal{R}_F)^N$ denotes the state space of the MC of codewords generated by Algorithm 1, with size $|\mathcal{S}| = |\mathcal{R}_F|^N$. We define a stochastic transition matrix $P(t)$ from $\mathcal{S}$ to itself given by the Boltzmann distribution for super-iteration $t$ in Algorithm 1. Similarly, $\pi(t)$ defines the stable-state distribution on $\mathcal{S}$ for $P(t)$, satisfying $\pi(t) P(t) = \pi(t)$.

Definition 1: [56] Dobrushin’s ergodic coefficient of a MC transition matrix $P$ is denoted by $\xi(P)$ and defined as $\xi(P) \triangleq \max_{1 \leq i, j \leq N} \frac{1}{2} \|p_i - p_j\|_1$, where $p_i$ denotes row $i$ of $P$.

From the definition, $0 \leq \xi(P) \leq 1$. Moreover, the ergodic coefficient can be rewritten as

$$\xi(P) = 1 - \min_{1 \leq i, j \leq N} \sum_{k=1}^{N} \min(p_{ik}, p_{jk}),$$

where $p_{ij}$ denotes the entry of $P$ at row $i$ and column $j$.

We group the product of transition matrices across super-iterations as $P_{(t_1 \to t_2)} = \prod_{t=t_1}^{t_2} P(t)$. There are two common characterizations for the stable-state behavior of a non-homogeneous MC.

Definition 2: [56] A non-homogeneous MC is called weakly ergodic if for any distributions $\eta$ and $\nu$ over the state space $\mathcal{S}$, and any $t_1 \in \mathbb{N}$, $\limsup_{t_2 \to \infty} \|\eta P_{(t_1 \to t_2)} - \nu P_{(t_1 \to t_2)}\|_1 = 0$, where $\|\cdot\|_1$ denotes the $\ell_1$ norm.
Similarly, a non-homogeneous MC is called strongly ergodic if there exists a distribution \( \pi \) over the state space \( S \) such that for any distribution \( \eta \) over \( S \), and any \( t_1 \in \mathbb{N} \), \( \limsup_{t_2 \to \infty} \| \eta P_{(t_1 \to t_2)} - \pi \|_1 = 0 \). We will use the following two theorems from [56] in our proof.

**Theorem 2:** [56] A MC is weakly ergodic if and only if there exists a sequence of integers \( 0 \leq t_1 \leq t_2 \leq \ldots \) such that \( \sum_{i=1}^{\infty} (1 - \xi (P_{(t_i \to t_{i+1})})) = \infty \).

**Theorem 3:** [56] Let a MC be weakly ergodic. Assume that there exists a sequence of probability distributions \( \{ \pi(t) \}_{t=1}^{\infty} \) on the state space \( S \) such that \( \pi(t) P(t) = \pi(t) \). Then the MC is strongly ergodic if \( \sum_{t=1}^{\infty} \| \pi(t) - \pi(t+1) \|_1 < \infty \).

The rest of proof is structured as follows. First, we show that the sequence of stable-state distributions for the MC used by Algorithm 1 converges to a uniform distribution over the set of sequences that minimize the energy function as the iteration count \( t \) increases. Then, we show using Theorems 2 and 3 that the non-homogeneous MC used in Algorithm 1 is strongly ergodic, which by the definition of strong ergodicity implies that Algorithm 1 always converges to the stable distribution found above. This implies that the outcome of Algorithm 1 converges to a minimum-energy solution as \( t \to \infty \), completing the proof of Theorem 1.

We therefore begin by finding the stable-state distribution for the non-homogeneous MC used by Algorithm 1. At each super-iteration \( t \), the distribution defined as

\[
\pi(t)(w) \triangleq \frac{\exp(-s_t \Psi_S(w))}{\sum_{z \in S} \exp(-s_t \Psi_S(z))}
\]

(24)

satisfies \( \pi(t) P(t) = \pi(t) \), cf. (13). We can show that the distribution \( \pi(t) \) converges to a uniform distribution over the set of sequences that minimize the energy function, i.e.,

\[
\lim_{t \to \infty} \pi(t)(w) = \begin{cases} 
0 & w \notin H, \\
\frac{1}{|H|} & w \in H,
\end{cases}
\]

(25)

where \( H = \{ w \in S \text{ s.t. } \Psi_S(w) = \min_{z \in S} \Psi_S(z) \} \). To show (25), we will show that \( \pi(t)(w) \) is increasing for \( w \in H \) and eventually decreasing for \( w \in H^C \). Since for \( w \in H \) and \( \bar{w} \in S \) we have \( \Psi_S(\bar{w}) - \Psi_S(w) \geq 0 \), for \( t_1 < t_2 \) we have

\[
\sum_{\bar{w} \in S} \exp(-s_{t_1} (\Psi_S(\bar{w}) - \Psi_S(w))) \\
\geq \sum_{\bar{w} \in S} \exp(-s_{t_2} (\Psi_S(\bar{w}) - \Psi_S(w))),
\]

which together with (24) implies \( \pi(t_1)(w) \leq \pi(t_2)(w) \). On the other hand, if \( w \in H^C \), then we obtain (26). For sufficiently large \( s_t \), the denominator of (26) is dominated by the second term, which increases when \( s_t \) increases, and therefore \( \pi(t)(w) \) decreases for \( w \in H^C \) as \( t \) increases. Finally, since all sequences \( w \in H \) have the same energy \( \Psi_S(w) \), it follows that the distribution is uniform over the symbols in \( H \).

Having shown convergence of the non-homogenous MC’s stable-state distributions, we now show that the non-homogeneous MC is strongly ergodic. The transition matrix \( P(t) \) of the MC at iteration \( t \) depends on the temperature
\[ \pi(t)(w) = \left[ \sum_{\tilde{w}: \Phi^H_q(\tilde{w}) \geq \Phi^H_q(w)} \exp(-s_t(\Psi^H_q(\tilde{w}) - \Psi^H_q(w))) + \sum_{\tilde{w}: \Phi^H_q(\tilde{w}) < \Phi^H_q(w)} \exp(-s_t(\Psi^H_q(\tilde{w}) - \Psi^H_q(w))) \right]^{-1} \]  

(26)

\(s_t\) in (16) used within Algorithm 1. We first show that the MC used in Algorithm 1 is weakly ergodic via Theorem 2; the proof of the following Lemma is given in Appendix B.

**Lemma 1:** The ergodic coefficient of \(P(t)\) for any \(t \geq 0\) is upper bounded by \(\xi\left(P(t)\right) \leq 1 - \exp(-s_t N \Delta_q)\), where \(\Delta_q\) is defined in (15).

We note in passing that Condition 1 ensures that \(\Delta_q\) is finite. Using Lemma 1 and (16), we can evaluate the sum given in Theorem 2 as

\[
\sum_{j=1}^{\infty} (1 - \xi(P(j))) \geq \sum_{j=1}^{\infty} \exp(-s_j N \Delta_q) = \sum_{j=1}^{\infty} \frac{1}{j^{1/c}} = \infty,
\]

and so the non-homogeneous MC defined by \(\{P(t)\}_{t=1}^{\infty}\) is weakly ergodic. Now we use Theorem 3 to show that the MC is strongly ergodic by proving that \(\sum_{t=1}^{\infty} \|\pi(t) - \pi(t+1)\|_1 < \infty\). Since we know from earlier in the proof that \(\pi(t)(w)\) is increasing for \(w \in \mathcal{H}\) and eventually decreasing for \(w \in \mathcal{H}^C\), there exists a \(t_0 \in \mathbb{N}\) such that for any \(t_1 > t_0\), we have (27). Since the right hand side does not depend on \(t_1\), we have that \(\sum_{t=1}^{\infty} \|\pi(t) - \pi(t+1)\|_1 < \infty\). This implies that the non-homogeneous MC used by Algorithm 1 is strongly ergodic, and thus completes the proof of Theorem 1.

### Appendix B. Proof of Lemma 1

Let \(w', w''\) be two arbitrary sequences in \(\mathcal{S}\). The probability of transitioning from a given state to a neighboring state in an iteration within iteration \(t'\) of super-iteration \(t\) of Algorithm 1 is given by (13), and can be rewritten as (28), where \(\Psi^H_{\min,t'}(w_{t'-1}, w_{t'+1}^N) = \min_{\beta \in \mathcal{R}_F} \Psi^H_q(w_{t'-1}^t - \beta w_{t'+1}^N)\). Therefore, the smallest probability of transition from \(w'\) to \(w''\) within super-iteration \(t\) of Algorithm 1 is bounded by

\[
\min_{w', w'' \in \mathcal{R}_F} P(t)(w''|w') \geq \prod_{t'=1}^{N} \frac{\exp(-s_t \Delta_q)}{|\mathcal{R}_F|^N} = \frac{\exp(-s_t N \Delta_q)}{|\mathcal{S}|}.
\]

\[
\sum_{t=t_0}^{t_1} \|\pi(t) - \pi(t+1)\|_1 = \sum_{w \in \mathcal{H}} \sum_{t=t_0}^{t_1} (\pi(t+1)(w) - \pi(t)(w)) + \sum_{w \notin \mathcal{H}} \sum_{t=t_0}^{t_1} (\pi(t)(w) - \pi(t+1)(w))
\]

\[
= \sum_{w \in \mathcal{H}} (\pi(t+1)(w) - \pi(t)(w)) + \sum_{w \notin \mathcal{H}} (\pi(t)(w) - \pi(t+1)(w))
\]

\[
= \|\pi(t+1) - \pi(t)\|_1 \leq \|\pi(t+1)\|_1 + \|\pi(t)\|_1 = 2
\]

(27)
Using the alternative definition of the ergodic coefficient (23),

\[ \xi (P(t)) = 1 - \min_{w', w'' \in S} \sum_{\tilde{w} \in S} \min( P(t) (\tilde{w} | w'), P(t) (\tilde{w} | w'')) \]

\[ \leq 1 - |S| \exp(-s_t N \Delta_q) = 1 - \exp(-s_t N \Delta_q), \]

proving the lemma.
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