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Abstract—Recently, mobile-edge computing (MEC) emerges as a promising paradigm to enable computation-intensive and delay-sensitive applications at resource limited mobile devices by allowing them to offload their heavy computation tasks to nearby MEC servers through wireless communications. A substantial body of literature is devoted to developing efficient scheduling algorithms that can adapt to the dynamics of both the system and the ambient wireless environments. However, the influence of these task offloading schemes to the mobile users’ privacy is largely ignored. In this work, two potential privacy issues induced by the wireless task offloading feature of MEC, location privacy and usage pattern privacy, are identified. To address these two privacy issues, a constrained Markov decision process (CMDP) based privacy-aware task offloading scheduling algorithm is proposed, which allows the mobile device to achieve the best possible delay and energy consumption performance while maintain a pre-specified level of privacy. Numerical results are presented to corroborate the effectiveness of the proposed algorithm.

I. INTRODUCTION

Nowadays, mobile devices are being regularly upgraded by their manufacturers for faster data processing, larger storage, longer battery life as well as many other new features. However, they still can hardly catch up with the exponentially growing computation requirement of many existing and emerging applications, such as high-resolution video streaming, online 3D gaming, and augmented reality. To address this challenge and provide an enhanced experience quality for mobile device users, the mobile-edge computing (MEC) paradigm (a.k.a. fog computing) has recently been proposed [1]. Central to the MEC vision is the idea of smartly exploiting the ample computation, communication and storage resources of the MEC servers distributed at the network edge by allowing nearby mobile devices to offload their computation-intensive tasks to the MEC servers via wireless communications. More details about the MEC paradigm can be found in [2, 3] and the references therein.

Since the potential performance gain brought by an MEC system highly hinges on the conditions of the wireless channels between the mobile devices and the MEC server, substantial research efforts have been devoted to studying the scheduling and the resource allocation problems in dynamic wireless environment. For example, Lyapunov optimization-based online algorithms have been employed to facilitate the offloading decision-making when the statistical information regarding task arrival and ambient wireless environment is not available [4]. When such information is available, Markov decision process (MDP) based algorithms can be employed to conduct optimal foresighted scheduling that can adapt to the environmental dynamics for better performance [5, 6]. In addition, both optimization (e.g., [7]) and game-theoretic approaches (e.g., [8]) have been exploited to fulfill efficient scheduling in multiuser MEC systems. Similar communication/computation scheduling problems have also been studied in MEC systems with renewable energy powered mobile devices [4] and/or servers [6].

Nonetheless, the security and privacy aspect of MEC remains less explored. In this direction, a few works have been done but they mainly focused on the conventional security and privacy issues of MEC inherited from the conventional cloud computing framework, such as authentication, secure and private data storage and computing, and intrusion detection (c.f. [9, 10] and the references therein). In this work, two privacy issues related to the unique wireless task offloading feature of the MEC system are investigated, namely, location privacy and usage pattern privacy. Particularly, when the mobile device focuses solely on optimizing delay and energy consumption, it tends to offload all of its tasks to the MEC when the wireless channel condition is good and only activate local processing when wireless channel condition is not satisfactory. As a result, an honest-but-curious MEC server may not only infer the wireless channel information and hence the user’s location information but also monitor the user’s actual device usage pattern. Privacy-sensitive users may be deterred from accessing the MEC systems if these two critical privacy concerns are not properly addressed. Despite each of these two privacy issues has already been extensively (and separately) studied for other applications, one challenge to resolve these two privacy issues in MEC systems is how to achieve privacy protection while still maintain the best possible delay and energy consumption performance. To the best of our knowledge, this work is among the first to study this problem. Particularly, by casting the problem as a constrained Markov decision process (CMDP), a privacy-aware task offloading scheme is proposed for the MEC system that enables the mobile device to minimize its delay and energy consumption cost while maintain the user’s privacy above a pre-specified level.

The remainder of this paper is organized as follows. Sec-
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tion II introduces some background of the MEC system and illustrates the corresponding privacy issues. The proposed CMDP based privacy-aware task offloading algorithm is developed in Section III. Numerical results are presented in Section IV to corroborate the effectiveness of proposed algorithm. Related works are discussed in Section V. Conclusions and future works are presented in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. The MEC System

The MEC system shown in Fig. 1 is considered. It is assumed that time is slotted and at each timeslot $n$, the mobile device generates $d_n \in D \triangleq \{0, 1, ..., d_{max}\}$ computation tasks depending on the user’s usage (with $d_{max}$ the maximum possible number of generated tasks) and each task contains $M$ bits. In this work, it is assumed that \( \{d_n\}_{n \geq 0} \) follows a Markov process with a transition probability \( P_D(d_{n+1} | d_n) \). Three different scheduling options are assumed to be available for each task: (1) queuing in the buffer, (2) processing by the local unit, or (3) offloading to the MEC server. The scheduling decision has to be made in accordance to the current system state \( s_n = (d_n, b_n, h_n) \in S \), so as to achieve the optimal delay and energy consumption performance. Here, \( b_n \in B \triangleq \{0, 1, ..., b_{max}\} \) represents the current number of tasks in the buffer (with $b_{max}$ the buffer size); \( h_n \) represents the condition of the wireless channel between the mobile device and the MEC server. For simplicity, it is assumed in this work that the wireless channel states \( \{h_n\}_{n \geq 0} \) follow a Markov process with two states \( H \triangleq \{0, 1\} \) and a state transition probability \( P_H(h_{n+1} | h_n) \).\(^1\) Particularly, \( h_n = 1 \) \( (h_n = 0) \) represents a good (bad) channel state at timeslot \( n \), and the corresponding transmit energy for offloading one task to the MEC server is denoted by \( e_1 \) (\( e_0 \)). Based on the current state \( s_n \), the scheduling policy \( \pi \) specifies an action \( a_n = (q_n, t_n, l_n) \), where \( q_n \in B \), \( t_n \) and \( l_n = d_n + b_n - q_n - t_n \) the numbers of tasks to be queued in the buffer, transmitted to the MEC server, and processed by the local processing unit, respectively. Then, the system will transit to a new state \( s_{n+1} = (d_{n+1}, b_{n+1}, h_{n+1}) \) with \( d_{n+1} \) and \( h_{n+1} \) determined by \( P_D(\cdot | d_n) \) and \( P_H(\cdot | h_n) \), respectively, and \( b_{n+1} = q_n \). At each timeslot, when action \( a_n \) is taken under state \( s_n \), the cost to the mobile device is modeled as a weighted combination of the queuing delay and energy consumption, which is given by

\[
c_n = C(s_n, a_n) = w_q q_n + e_t(t_n, h_n) + e_l(l_n),\]

where \( C(\cdot, \cdot) \) is the cost function with the weighting factor \( w_q \) reflecting the relative importance of delay over energy consumption. Some further explanations of (1) are in order. The first term captures the queuing delay cost, since from Little’s theorem, the average queuing delay is proportional to the average queue length \([11, 12]\). In addition, it is assumed that both local execution and task offloading can be completed in one timeslot.\(^2\) The second term captures the energy consumption for transmitting \( t_n \) tasks to the MEC server for a given channel state \( h_n \). The last term is the energy consumption for locally processing \( l_n \) tasks. The objective of the mobile device is to find a suitable scheduling policy \( \pi \) to minimize the expected long-term cost, defined as

\[
C_{\gamma, \pi, s_0} = \mathbb{E}_{\pi} \left[ \sum_{n=0}^{\infty} \gamma^n C(s_n, a_n) | s_0 \right],
\]

where \( \mathbb{E}_{\pi} \) means taking expectation according to the law induced by the policy \( \pi \); \( s_0 \) is the initial system state and \( \gamma \in [0, 1) \) is the discounting factor; intuitively, a larger \( \gamma \) means that the user is planning for a longer future.

As the system states \( \{s_n\}_{n \geq 0} \) form a Markov process controlled by the scheduling policy \( \pi \), the MDP framework can be employed to find the optimal scheduling policy for MEC system \([5, 6]\).

B. Privacy Issues in MEC

Even though the MDP based scheduling policy can help the mobile device optimize delay and energy consumption, as many other existing scheduling policies (e.g., [4, 7, 13]), the corresponding privacy aspect is largely ignored. In this work, two privacy issues caused by the wireless task offloading feature of the MEC system, location privacy and usage pattern privacy, are identified. To facilitate the discussions in the sequel, a simulation result of a MDP based scheduling policy for the setting discussed in the previous subsection is presented in Fig. 2 (c.f. Section IV for relevant parameters).

\(^2\)In this work, it is assumed that the MEC server has sufficient computation power to execute the offloaded tasks and feedback the processing results in negligible time. Also, for simplicity, it is assumed that the local computation power matches with the task generation rate and buffer size, and hence can process \( d_{max} + b_{max} \) tasks in less than one timeslot.

\(^1\)The channel model can be easily extended to the multi-state case.
Location privacy: First, it can be noticed from Fig. 2 that, for the considered setting, the mobile device only offloads the tasks to the MEC server when the wireless channel power gain is high (i.e., when $h_n = 1$), while the tasks will be either queued in the buffer or processed locally otherwise (i.e., when $h_n = 0$). Despite the benefits of reducing delay and energy consumption, scheduling policies of this nature may disclose user’s location information, since the average wireless channel power gain is highly related to the distance between the user and the MEC server. Therefore, simply by analyzing the offloading pattern, the MEC server may be able to infer the channel state information and hence the distance to the mobile device.\(^3\) In addition, when a mobile user communicates with multiple MEC servers, it is possible that these MEC servers may collude and jointly pinpoint the location of the mobile device to a certain precision.

Usage pattern privacy: In addition to location privacy, the usage pattern privacy is another critical issue ignored by existing literature of MEC. As it can be observed from Fig. 2, when the channel condition is good, the mobile device tends to offload all the generated and buffered tasks at each timeslot to the MEC server so as to minimize latency and energy computation (i.e., $t_n = d_n + b_n$ when $h_n = 1$). When the wireless channel is persistently good for some user (e.g., someone whose office is near to the access point), it always has $t_n = d_n$ (as $b_n = 0$ for $n > 1$). As $d_n$ is determined by the user’s actual usage of the device, the MEC server may be able to infer personal information of that user through monitoring $t_n$. For example, the MEC server may be able to extract statistical information and even patterns of each device’s usage based on its task offloading history and use that as the fingerprint to identify the presence of a certain user. In addition, it might even be possible for the MEC server to pinpoint the app running at the user side, when a certain pattern exists in the number of tasks generated by the app [14, 15].

Needless to say, these privacy issues, if not properly addressed, will discourage the usage of MEC systems by privacy-sensitive users. For this reason, the delay and power consumption and privacy should be jointly considered by the mobile devices when designing the scheduling policy.

III. PROPOSED SOLUTION

In this section, a privacy-aware task offloading scheduling algorithm is proposed for the MEC system based on a CMDP formulation.

A. Privacy Metric

Before introducing the CMDP formulation, the metric for quantifying the privacy achieved by a scheduling policy is discussed first. To the best of our knowledge, there is no benchmark metric available in the literature that can jointly quantify the location and usage pattern privacy discussed in the previous section. Considering this, a heuristic (yet effective, as will be seen in Section IV) privacy metric is considered in this work. Particularly, for a given state-action pair $(s_n, a_n)$, the achieved privacy at timeslot $n$ is modeled as

$$p_n = P(s_n, a_n) \triangleq |d_n - t_n| \cdot I(h_n=1) + w_u \cdot I(t_n>0) \cdot I(h_n=0),\quad (3)$$

where $P(\cdot, \cdot)$ is the privacy function; $I(\cdot)$ is the indicator function; and $w_u$ is a weighting factor reflecting the relative importance of location privacy over usage pattern privacy. The intuition behind (3) are explained in the sequel. First notice that, to protect the usage pattern privacy, the mobile device needs to properly adjust the number of tasks to be buffered and locally processed so as to deliberately create a difference between the amount of generated tasks $d_n$ and that of the offloaded tasks $t_n$ when the channel state is relatively good. This is captured by the first term of (3). To protect the location privacy, the mobile device may need to offload some tasks even when the channel condition is not good, which is captured by the second term of (3). Note that this can be achieved by deliberately keeping some of the generated tasks in the local buffer when $h_n = 1$ and offloading them when $h_n = 0$, or directly transmitting some dummy tasks if the buffer is empty and no new task is generated at that timeslot.\(^4\)

Based on the modeling in (3), the average discounted long-term privacy performance of the mobile device is given by

$$\bar{P}_{\pi, s_0} = \mathbb{E}_{\pi}\left[\sum_{n=0}^{\infty} \gamma^n P(s_n, a_n)|s_0]\right].\quad (4)$$

B. The Proposed CMDP Formulation

Based on the discussion above, it can be readily noticed that there is a tradeoff between privacy protection and the delay and energy cost. In this work, the objective is to find the best possible task offloading policy that can minimize the delay and energy cost under a given user-specified long-term privacy level $\bar{p}$. Naturally, this can be formulated as a CMDP as follows

$$\min_{\pi} \quad \mathbb{E}_{\pi}\left[\sum_{n=0}^{\infty} \gamma^n C(s_n, a_n)|s_0]\right] \quad (P_c)$$

$$\text{s.t.} \quad \mathbb{E}_{\pi}\left[\sum_{n=0}^{\infty} \gamma^n P(s_n, a_n)|s_0]\right] \geq \bar{p}.$$ 

As to the existence of the solution to the CMDP, it is assumed that there exists at least one feasible policy; otherwise, the user should specify a lower privacy level $\bar{p}$. To solve the above constrained optimization problem, for each state $s \in S$, the corresponding Lagrangian is defined as

$$\mathcal{L}(s; \lambda, \pi) \triangleq \mathbb{E}_{\pi}\left[\sum_{n=0}^{\infty} \gamma^n C(s_n, a_n)|s]\right]$$

\(^3\)Small-scale fading effects may be eliminated by averaging over a certain time period.

\(^4\)As a result, unlike the MDP formulation discussed in Section II-A, $t_n$ may be larger than $d_n + b_n - q_n - l_n$. In addition, to maintain a bounded action space, it is further assumed that $t_n \leq d_{\max} + b_{\max}$, since if $t_n > d_{\max} + b_{\max}$, the MEC server can easily identify that the mobile device is sending dummy tasks.
Further notice that, every fixed Lagrange multiplier $\lambda$ induces an unconstrained MDP with the corresponding per timeslot cost function $C_u$ given by

$$C_u(s_n, a_n) = C(s_n, a_n) + \lambda \cdot ((1- \gamma)\bar{p} - P(s_n, a_n)).$$

The following fundamental result [16] for CMDP is essential to the two-timescale learning algorithm presented later in this section.

**Theorem 1:** For a given initial state $s \in S$ and $\gamma$, the optimal value of the CMDP is given by

$$\hat{C}_\gamma^{\ast, \pi, s} = \max_{\lambda \geq 0} \min_\pi \mathcal{L}(s; \lambda, \pi),$$

and a policy $\pi^{\ast}$ is optimal if and only if $V(s) = \max_{\lambda \geq 0} \mathcal{L}(s; \lambda, \pi^{\ast})$. That is, the optimal policy $\pi^{\ast}$ and Lagrange multiplier $\lambda^{\ast}$ admits the following saddle point property

$$\mathcal{L}(s; \lambda^{\ast}, \pi) \geq \mathcal{L}(s; \lambda^{\ast}, \pi^{\ast}) \geq \mathcal{L}(s; \lambda, \pi^{\ast}), \quad \forall \pi, \lambda \geq 0.$$

Note that the Lagrangian defined in (5) admits the following dynamic programming equations

$$Q(s, a) = C(s, a) + \lambda^{\ast} \cdot ((1- \gamma)\bar{p} - P(s, a)) + \gamma \sum_{s' \in S} \mathbb{P}(s'|s, a) \mathcal{L}(s'; \lambda^{\ast}, \pi^{\ast}),$$

$$\mathcal{L}(s; \lambda^{\ast}, \pi^{\ast}) = \min_{a \in A} Q(s, a).$$

Here, the Q-function $Q(s, a)$ represents the minimum cost, when action $a$ is taken at state $s$ and the optimal strategy $\pi^{\ast}$ is followed in the rest of the time. Based on these dynamic programming equations, the following two-timescale learning algorithm [11] can be used to learn $\lambda^{\ast}$ and $\pi^{\ast}$. Particularly, at each timeslot $n$, the mobile device observes the current state $s_n$, and then, with probability $(1 - \epsilon_n)$, takes an action $a_n = \arg\min_a Q_n(s_n, a)$ based on the current estimate $Q_n(s, a)$ of the Q-function $Q(s, a)$, and with probability $\epsilon_n$, takes an action uniformly at random (i.e., exploration). In practice, the exploration rates $\{\epsilon_n\}_{n \geq 0}$ are usually chosen to be small positive numbers vanishing to zero. For example, it is suggested in [17] that, for each current state $s$, set $\epsilon_n(s) = \epsilon_0(s)$ with $\epsilon_0 \in (0, 1)$ and $n(s)$ the number of times state $s$ has occurred up to current timeslot; the underlying rationale is to allow higher exploration rates for the less familiar states. After this, it further observes the next state $s_{n+1}$. Upon collecting such information, for all $s \in S$ and $a \in A$, the estimate $Q_n(s, a)$ of the Q-function $Q(s, a)$ and the estimate $\mathcal{L}_n(s)$ of the value function $\mathcal{L}(s; \lambda^{\ast}, \pi^{\ast})$ is updated by

$$Q_{n+1}(s, a) = Q_n(s, a) + \mathbb{1}_{(s_n, a_n) = (s, a)} \cdot \alpha_n \cdot [c_n + \lambda_n \cdot (\bar{p} - p_n) + \gamma \cdot \mathcal{L}_n(s_{n+1}) - Q_n(s, a)],$$

$$\mathcal{L}_{n+1}(s) = \min_{a \in A} Q_{n+1}(s, a), \forall s \in S,$$

and the Lagrange multiplier is updated by

$$\lambda_{n+1} = \max\{0, \lambda_n + \beta_n \cdot [(1- \gamma)\bar{p} - p_n]\}.$$  

In the above equations, $\alpha_n$ and $\beta_n$ are the two learning rates corresponding to the fast- and slow-timescale, respectively, and admit following standard conditions: $\sum_n \alpha_n = \sum_n \beta_n = \infty$, $\sum_n (\alpha_n^2 + \beta_n^2) < \infty$, and $\lim_{n \to \infty} \beta_n / \alpha_n = 0$.

The above algorithm is summarized in Algorithm 1. The rational behind the two-timescale learning algorithm is the following. From the perspective of the Q- and the value functions updated in the (virtually) faster timescale, the Lagrange multiplier in the slower timescale is a fixed constant, and hence (11) and (12) can be treated as the classic Q-learning for the unconstrained MDP induced by a fixed Lagrange multiplier, with the corresponding cost function given by (6). Viewing from the Lagrange multiplier’s slower timescale, the value of the unconstrained MDP quickly converges to $\min \mathcal{L}(s; \lambda, \pi)$.

### Algorithm 1 Privacy-Aware Task Offloading

**Initialization:** $n = 0$, $Q_0(s, a) = 0$, $\mathcal{L}_0(s) = 0$ and $\lambda_0 = 0$ uniform.

1. Observe the current buffer and channel state $s_n = (b_n, h_n)$
2. Taking action $a_n = (q_n, l_n, t_n)$ at current state $s_n$ uniform at random with probability $\epsilon_n$.
3. Keep $q_n$ tasks in the buffer, use local resource process $l_n$ tasks, and offload $t_n$ tasks to the MEC server
4. After observing the cost $c_n$ (given by (1)), privacy payoff $p_n$ (given by (3)), and the next state $s_{n+1}$ uniform distribution
5. Compute $Q_{n+1}$, $\mathcal{L}_{n+1}$, and $\lambda_{n+1}$ using (11), (12) and (13), respectively.
6. $n = n + 1$, then repeat till convergence.
In this section, some numerical results are presented to validate the effectiveness of the proposed algorithm. In the simulations, it is assumed that, in (1), \( c(t_n, h_n) = t_n \cdot e h_n \) with \( e h_n \in \{e_0, e_1\} \) the consumed energy for transmitting one task to the server under channel state \( h_n \), and that \( c(t_n) = l_n \cdot e_1 \) with \( e_1 \) the required local processing energy per task. In addition, it is assumed that each timeslot is one second, and that the local CPU operates at \( f = 2 \) (GHz) and the corresponding operation power is given by \( P_{cpu} = \kappa \cdot f^3 = 8 \) (W) with \( \kappa = 1 \times 10^{-27} \) [18]. It is further assumed that each task contains \( M = 500K \) bits. The energy consumption of locally processing a task is \( e_1 = \frac{M}{f} \times P_{cpu} = 1 \) (J), where it is assumed that \( \eta = 500 \) cycles/bit [19]. In addition, assume that the bandwidth is \( B = 5 \) (MHz), the offloading time for each task is 0.1 (s), and the channel power gain to noise power \( N_0B \) ratio is 0.2 (0.05) when \( h_n = 1 \) (\( h_n = 0 \)); hence, the corresponding per task transmit energy is \( e_1 = 0.5 \) (J) (\( e_0 = 2 \) (J)). The channel state transition probability is set to \( P_{H}(h_{n+1} = 1 | h_n = 1) = P_{H}(h_{n+1} = 0 | h_n = 0) = 0.95 \). In addition, for the task generation process, the transition probability is set to \( P_{D}(d_{n+1} | d_n) = 1 / (1 + d_{max}) \). The weighting factor \( w_1 \) in (1) is set to 1.5, which means the user concerns more about queuing delay than energy consumption when the channel gain is low; the weighting factor \( w_n \) in (3) is set to 0.8. The simulation is conducted over \( T = 3 \times 10^4 \) timeslots. The discounting factor is set to \( \gamma = 0.9 \); in general, a larger \( \gamma \) can lead to a better scheduling at the cost of a longer learning time. The learning parameters are set to \( \alpha_n = (1 + \nu_n(s_n, a_n))^{-0.55} \) and \( \beta_n = (1 + n)^{-0.6} \), with \( \nu_n(s, a) \) the number of times that the state-action pair \((s, a)\) appears up to timeslot \( n \).

The learning curves of the value function \( \mathcal{L}_n(s_i) \)'s are shown in Fig. 3, where \( \delta_i \) denotes the standard deviation of \( \mathcal{L}_n(s_i) \) over the conducted 100 Monte Carlo runs.\(^5\) It can be seen that, as \( n \) increases, the value functions gradually converge as indicated by Theorem 2.

\(^5\)Since it is not convenient to show the value functions for all the 48 states, two states \( s_2 = (0, 0, 1) \) and \( s_5 = (0, 2, 0) \) are chosen for the demonstration here.

The task offloading behavior of using the proposed algorithm is shown in Fig. 4. It can be seen that, on the one hand, the mobile device will transmit some (possibly dummy) tasks even when the channel condition is \( h_n = 0 \) (e.g., when \( n = 91 \)) and hence can protect its location privacy; on the other hand, through proper queuing and local processing, the mobile device also successfully creates a difference between the generated task and the offloaded task (e.g., when \( n = 7 \) and \( n = 100 \)). This is in contrast to Fig. 2 where \( t_n \) is always zero when \( h_n = 0 \) and equal to \( d_n \) when \( h_n = 1 \).

\[^6\]In Table I, as it is not possible to simulate for all (infinite many) \( p_d \), only a finite set of \( p_d \in \{0, 0.05, ..., 0.9\} \) are considered in the simulation as an approximation. For each \( (1 - \gamma)p_d \), the smallest \( p_d \) within this set that can achieve the corresponding privacy requirement is adopted.
settings. The effectiveness of the proposed algorithm is validated by numerical results. Examining the proposed scheme at more general MEC scenarios (e.g., multi-state wireless channels and different task generation processes), exploring other possible privacy metrics, and developing faster (approximate) learning algorithms by exploiting problem-specific structures are all interesting future directions.
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V. RELATED WORKS

Privacy is an ever-present concern for many information systems and MEC is no exception. The privacy issues of the MEC systems include (at least) the following three aspects: (1) data and computing privacy, (2) usage pattern privacy, and (3) location privacy.

Data and computing privacy mainly concerns about fulfilling the designated computing tasks without disclosing users' sensitive information in the data. Many existing solutions developed in the context of other applications may be adapted to address this issue in the MEC systems. For example, existing secure multiparty computation and homomorphic encryption techniques can be employed to achieve privacy-preserving computation in MEC [20]. Differential privacy is another potential candidate to achieve privacy protection in inquiry-like tasks in MEC [21].

The usage pattern privacy and the location privacy themselves have already been studied in the context of other applications. For example, the usage pattern privacy of smart metering has received substantial amount of research efforts in the past decade. Two common approaches for protecting the privacy of smart metering are reshaping power consumption curves through residential battery and properly adjusting the sampling rate [22]. Location privacy has been studied in an even broader range of applications, including cognitive radio systems [23], wireless sensor networks [24] and location-based service systems [25]. However, existing solutions to these two privacy issues are not readily applicable to the MEC systems, when a joint design of privacy protection and delay-and-energy cost minimization is required. In fact, to the best of our knowledge, these two crucial privacy issues of MEC have only been briefly mentioned in [10] and the corresponding solutions still remain open. In this sense, the algorithm proposed in this work is among the first efforts towards addressing them.

VI. CONCLUSIONS AND FUTURE WORKS

In this work, two potential privacy issues induced by the unique wireless task offloading feature of MEC, location privacy and usage pattern privacy, are identified. To address these two privacy issues, a privacy-aware task offloading scheduling algorithm is proposed based on the CMDP framework. The proposed algorithm allows the mobile device to achieve the best possible delay and energy consumption performance while maintain the pre-specified level of privacy. In addition, the proposed algorithm is applicable to both online and offline settings. The effectiveness of the proposed algorithm is validated by numerical results. Examining the proposed scheme at more general MEC scenarios (e.g., multi-state wireless channels and different task generation processes), exploring other possible privacy metrics, and developing faster (approximate) learning algorithms by exploiting problem-specific structures are all interesting future directions.

\[ \begin{array}{|c|c|c|c|c|} \hline (1-\gamma)p & 0 & 0.1 & 0.2 & 0.3 \\ \hline c (proposed) & 1.12 & 1.19 & 1.25 & 1.38 \\ \hline c (naive) & 1.12 & 1.25 & 1.43 & 1.74 \\ \hline p_d & 0 & 0.1 & 0.25 & 0.35 \\ \hline \end{array} \]

**TABLE I**

PERFORMANCE AND PRIVACY TRADEOFF ($d_{max} = 3$, $b_{max} = 5$).