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ABSTRACT

Research in a variety of domains has shown that viewing worked examples (WEs) can be a more efficient way to learn than solving equivalent problems. We designed a Peer Code Helper system to display WEs, along with scaffolded self-explanation prompts, in a block-based, novice programming environment called Snap! We evaluated our system during a high school summer camp with 22 students. Participants completed three programming problems with access to WEs on either the first or second problem. We found that WEs did not significantly impact students’ learning, but may have impacted students’ intrinsic cognitive load, suggesting that our WEs with scaffolded prompts may be an inherently different learning task. Our results show that WEs saved students time on initial tasks compared to writing code, but some of the time saved was lost in subsequent programming tasks. Overall, students with WEs completed more tasks within a fixed time period, but not significantly more. WEs may improve students’ learning efficiency when programming, but these effects are nuanced and merit further study.
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1 INTRODUCTION AND BACKGROUND

In computing classrooms, students are often expected to learn by solving programming problems independently. An alternative approach is to show students worked examples (WEs), that guide the student through solving the problem, step by step. WEs have been studied in a variety of domains [9, 10, 20], and the results consistently show that replacing some or all practice problems with WEs results in higher learning efficiency, where students take less time to learn the same amount of content. One way WEs may increase learning efficiency is by reducing students’ cognitive load, or mental effort when learning [18]. Though a number of studies have explored the impact of WEs in the domain of programming [2, 3, 12, 14, 22–24], few of these studies have specifically compared WEs to traditional problem solving [22], especially in novice programming environments [23].

In this work, we present the “Peer Code Helper” (PCH), which integrates WEs into the Snap! programming environment [4]. We evaluated the PCH and the impact of programming WEs during a high school summer camp with 22 students. We found that access to WEs did not significantly impact students’ learning, though they may have impacted students’ intrinsic cognitive load. Students with WEs on a problem completed more objectives on that problem, but this difference was not significant. Our results suggest that WEs allowed students to work more efficiently on the first few problem objectives, but they took longer to complete subsequent objectives that were not supported with WEs. The difference in the time taken on each subsequent objective between students with and without WEs closed over time, and difference in problem solving speed was still much less than the time saved by the WEs on the first few objectives. Our findings show that WEs may help students solve more objectives in the same amount of time, but further study is needed to confirm this result.

1.1 Cognitive Load Theory

Our work is based on Cognitive Load Theory (CLT), which describes the relationship between mental effort and learning [21]. CLT believes that all learning activities impose a cognitive load on working memory, and this cognitive load comes in three categories: intrinsic, extraneous, and germane. Intrinsic load comes from the inherent difficulty or effort required to accomplish the learning task. Extrinsic load comes from the way information or tasks are presented. Germane load refers to the work or effort needed to create new, permanent knowledge. CLT posits that humans have limited working memory, and it suggests that students’ learning can be impaired if instructional materials require students to hold excessive amounts of information in working memory. Since the intrinsic load and extraneous load are additive [19], extraneous load should be minimized to maximize germane load and thus learning. Motivated by CLT, we integrated WEs into Snap! with the goal of reducing students’ extraneous cognitive load while working on open-ended programming problems.

1.2 Worked Examples

A worked example (WE) teaches students how to solve a problem by directly presenting a solution for the problem. It is an effective instructional strategy to help novices learn complex tasks and has been studied for decades [18]. Prior studies have explored the
effect of WEs in different disciplines, including algebra [20], propositional logic proofs [9], and stoichiometry [10]. Empirical studies have shown that WEs are more beneficial to novice learners compared with traditional problem solving in learning algebra [20]. Sweller and Cooper found that students who were presented with WE problems solved similar problems quicker and with fewer errors than students who solved the same problems themselves [20]. McLaren et al. compared four different instructional designs in a stoichiometry tutor. They found that students in the WE condition performed similarly in the post-test but were more efficient in finishing intervention problems and with less cognitive load, compared to students in other conditions including problem solving, erroneous worked examples, and tutored problem solving [10]. In an intelligent tutoring system for teaching and practicing propositional logic problems in discrete math, Liu et al.’s [9] work shows that WEs are beneficial to undergraduate students in the first few problems they solve but less beneficial for later problems in the students’ homework set.

Worked examples have also been studied in the domain of programming. Some studies suggest using WEs in programming for teaching novices. Pirolli and Anderson investigated how three novices learned recursive functions and found that they relied heavily on examples while writing new programs [14]. Informed by the results from cognitive science and educational psychology, Caspersen and Bennedsen proposed a model which treats WEs as one of the fundamental principles of programming education [2]. Vihavainen et al. extended Caspersen and Bennedsen’s work and proposed a model, which also suggests using WEs in study materials and lectures [24].

Others have investigated the impact of WEs experimentally. Trafton and Reiser’s study suggests interleaving WEs with similar practice problems to maximize students learning gains, compared to blocking WEs with problems, or solving equivalent problems by writing LISP programs [22]. Recently, Ericson et al. found that interleaving WEs with Parsons problems can improve programming learning efficiency compared to WEs paired with writing code or fixing code [3]. Patitas et al. investigated the effect of comparing and contrasting multiple solutions, by presenting the different solutions (WEs) side by side. They found that students in the comparing and contrasting condition showed greater learning gains for procedural knowledge and flexibility than students in the WE condition [13]. However, to our knowledge, only Trafton and Reiser directly evaluate the effectiveness of WEs by comparing them to equivalent problem solving tasks, but their results may not apply to novice programming environment.

In novice programming environment, Ichinco et al. showed that novices struggle to use WEs to solve block-based programming problems [6]. For example, they found that novices have difficulty in understanding the examples and finding relevant blocks to finish the programming task. To limit the impact of this difficult transfer task, we hand-selected WEs and presented them in small steps with scaffolded self-explanation prompts in PCH. Merrienboer and Crock found that incomplete WEs, in which students are given part of a WE and asked to complete the rest, improved novice’s programming performance and post-test scores, compared with those who only had the WEs as a reference [23]. Inspired by this, our PCH provides students the WEs as starter code for their own solutions once students have completed their self-explanation prompts. Motivated by results from these studies, we combined the incomplete WEs with WE steps and investigated the impact of incomplete WEs on novice programming. Our prior work with WEs in a novice programming game showed that when students are given only WEs, they may skip through them quickly without learning [26].

1.3 Self Explanation

Self-explanation is an instructional strategy which requires the learner to reflect and generate explanations about the learning material. It has been shown that combining self-explanation with WEs can be especially beneficial to students’ learning [1]. A review of self-explanation shows that along with WEs, self-explanation prompts help students foster greater understanding [16] and improves students’ problem solving performance [12]. Morrison et al. showed that students who self-explained subgoal labels perform better than those who were not given subgoal labels [12]. Self-explanation has different forms, including open-ended, menu-based, focused, scaffolded, and resource-based self-explanations [16]. Berthold found that scaffolded self-explanation prompts following WEs were more beneficial to students in terms of conceptual and procedural understanding than open-ended self-explanation prompts in multimedia environments [1]. Therefore, our PCH system provides scaffolded self-explanation prompts, that guide students to reflect on WE code.

2 METHOD

To investigate the impact of incomplete worked examples (WEs) on novice programmers’ learning outcomes, we designed a “Peer Code Helper” (PCH) feature in Snap!, to demonstrate the first few steps of a programming problem as structured WEs. We evaluated the impact of these PCH WEs as compared with traditional problem solving during a high school coding camp for girls in summer 2018. Specifically, we investigated the following research questions. How does having access to WEs during a programming problem impact:

RQ1: Students’ learning during the problem? RQ2: Students’ perceived difficulty and cognitive load with respect to the problem? RQ3: Students’ programming efficiency?

2.1 The Peer Code Helper

We designed and developed the Peer Code Helper (PCH) 1 interface to present interactive WEs in a block-based programming environment called Snap!, which is used extensively in the Beauty and Joy of Computing (BjC) AP Computer Science Principles curriculum [4]. Our design is based on the implementation of WEs [23] and self-explanation prompts in other domains [1] as described in the related work. PCH shows students the first few steps for solving the given problem. A step was designed to be a meaningful chunk of code to finish an objective of a problem (e.g. draw a square/circle), though the exact example code may not end up in the final solution. For each step, we first show some starting code (“before code”), without the step completed, and ask the student to run it and answer questions related to the function of the code via scaffolded self explanations, as shown in Figure 1. Then we show what the code looks like after the step has been completed (“after code”) and

---

1 Contact the first author to request a copy of the system.
ask them to run the new code and consider why each new piece of code was added. Students can compare the “before” and “after” code and reflect on the changes between the two examples. When showing the next example step, the previous “after” code becomes the new “before” code.

We use the Stencil technique [8] to direct students’ attention to the example code by enclosing it within a transparent stencil and hiding other components. The example code is runnable but not editable. When asking questions about the code, we used a scaffolded self-explanation prompt to help the student reflect on the code because prior work suggests that scaffolded prompts are more effective than open-ended prompts [1]. Students must fill in the blanks to explain what the “before code” does and then how the new parts improve the “after code”. Students can run the example code and view its visual output. Then students can reflect on the example code and its output, complete the self-explanation prompt, and click the “Submit” button to go to the next step. After finishing all the WE steps, each piece of example code, commented with its explanation, is provided to the student within the Snap! scripting window. Students can then edit the code to build their solution.

2.2 Participants & Procedure

We studied the effects of WEs in Snap! on the first 2 days of a 5-day computing summer camp with 22 female high school students, grades 8-9 (ages 13-15). Five students were excluded from the study, leaving 17 students with 6 who identified as African-American, 4 as White, 1 Hispanic, and 6 as multiple ethnicities. About half (9/17) self-identified as having some programming experience and the rest (8/17) as having none or very little.

We adapted 3 drawing-themed programming problems with increasing difficulty from the BJ curriculum [4]. The first problem, Daisy Design, is to write a program to draw a pattern of circles. Its common solution has ~7 lines of code using procedures and loops. The second problem, Spiral Polygon, is to draw a polygon in a spiral shape. Its common solution is 7 ~10 lines of code and uses procedures, loops, and variables. The third problem, Brick Wall, uses ~25 lines of code with procedures, loops, variables, and conditionals. Each problem has a set of goal objectives and several stretch objectives in case some students finished early.

The study used a matched pairs, switching replication design as shown in Table 1 to investigate the impact of WEs on problem 1, and whether or not it matters which problem receives WE support. In Step 0, the instructor led an introduction to programming in Snap!, including loops, variables, conditionals, and procedures. In Step 1, students took the pre-test and the pre-survey, and were randomly assigned to groups (E1 receiving WEs on problem 1, E2 with WEs on problem 2), with matched pairs according to pre-test scores. The pre-test, and isomorphic post-test1 and post-test2, were adapted from the block-based version of the Commutative Assessments [25], with 16 multiple-choice questions on variables, loops, procedures, and conditionals. Each topic has four types of questions: code tracing, code comprehension, code completion, and WE (designed to exactly match PCH WEs). Next, the instructor demonstrated PCH (Step 2) and all the students started problem 1 (Step 3). Camp instructors followed a tutoring protocol to ensure that each student received the same quality and quantity of help, using an audio recorder to capture the dialogue of these help episodes, and record who they helped, the help duration (time), and the type of help (e.g. high-level planning, programming, debugging, interface related). Then students completed the post-test1 and the cognitive load instrument to measure their perceived cognitive load (Step 4). We used the CS Cognitive Load Component Survey (CS CLCS) [11] as our cognitive load instrument. On day 2, students repeated the process for problem 2 (Step 5 ~7). Additionally, they completed problem 3 as a performance post-test, without WEs (Step 8) and filled in post-surveys (Step 9).

During the study, we collected data including participants’ interaction with the system (e.g. clicking a button, altering or running their program) and regular snapshots of the students’ code with timestamps when they are modified. During the study, students were also able to ask for help from instructors and volunteers, and we also recorded the frequency and duration of the help requests that students made. After the study, we graded students’ code to measure the code quality and students’ programming performance.

<table>
<thead>
<tr>
<th>Step</th>
<th>Group E1</th>
<th>Group E2</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Snap! Introduction (taught by camp instructor)</td>
<td>90 minutes</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Experience pre-survey + Knowledge pre-test</td>
<td>35 minutes</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Introduce the Peer Code Helper</td>
<td>10 minutes</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>E1: Problem 1 (WEs)</td>
<td>E2: Problem 1 (no WEs)</td>
<td>45 minutes</td>
</tr>
<tr>
<td>4</td>
<td>Post-test1 + Cognitive load survey</td>
<td>25 minutes</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Re-introduce the Peer Code Helper</td>
<td>5 minutes</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>E1: Problem 2 (no WEs)</td>
<td>E2: Problem 2 (WEs)</td>
<td>45 minutes</td>
</tr>
<tr>
<td>7</td>
<td>Post-test2 + Cognitive load survey</td>
<td>25 minutes</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Problem 3 (Brick Wall, no WEs)</td>
<td>45 minutes</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Demographics (post-survey) + Cognitive load survey</td>
<td>15 minutes</td>
<td></td>
</tr>
</tbody>
</table>

3 RESULTS

Our original data included 22 students, 10 in group E1 (receiving WEs on problem 1), and 12 in group E2 (receiving WEs on problem 2). However, five students were excluded from survey and assessment analysis because they were not present for the whole study (2) or encountered errors in Snap! that caused them to lose significant programming progress (3). After excluding these students, there are 9 students in Group E1 and 8 students in Group E2.

3.1 RQ1: Assessments Analysis

For our analysis of pre- and post-tests, we exclude one additional student from Group E1 who did not fill in post-test1, leaving 8 students in each group. Test results for students’ pre-test, post-test1 and post-test2 are shown in Table 2. We compared the pre-test scores between groups and found no significant difference ($t(13.96) = -0.4, p = .64, d = .24$). We then ran a 2x3 mixed ANOVA on students’ test scores, with group (E1 v. E2) as a between-subjects factor and test time (pre-test, post-test1, and post-test2) as within-subjects factor. There was a main effect of test time ($F(2,27 = 5.26, p < .05$, partial $\eta^2 = .27$), indicating students’ test scores changed significantly from pre-test to the two post-tests as shown in Table 2.
We found statistically significant improvements for all students from both pre-test to post-test2 ($t(15) = 3.05, p < .01, d = .30$) and post-test1 to post-test2 ($t(15) = 2.49, p < .05, d = .24$), but not from pre-test to post-test1 ($t(15) = -0.86, p = .40, d = .08$). This suggests that most of students’ learning occurred during the second problem.

There was no main effect of group, indicating that there was not a statistically significant difference in mean test score between the two groups ($F_{1,14} = 0.20, p = .66$, partial $\eta^2 = .014$). Additionally, there was no statistically significant interaction between group and test time ($F_{2,28} = 0.13, p = .88$, partial $\eta^2 = .009$), indicating that students in both groups had similar learning across the study.

We also analyzed the test score for each type of problem (code tracing, code comprehension, code completion, and WE) but found no statistically significant difference on any of the measurements above. To understand the impact of WEs on help requests, we ran an 2x3 mixed ANOVA on the number of help requests, with group as a between-subjects factor and problem as a within-subject factor. We found no significant main or interaction effects ($F_{2,28} = 2.15, p = .14$, partial $\eta^2 = .13$), indicating that WEs likely did not impact the number of help requests students made, and nor did the problem, despite increasing levels of problem difficulty.

### Table 2: Mean (SD) pre-test, post-test1, and post-test2 scores

<table>
<thead>
<tr>
<th></th>
<th>Pre-test</th>
<th>Post-test1</th>
<th>Post-test2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group E1 (N=8)</td>
<td>8.13 (4.22)</td>
<td>8.38 (3.62)</td>
<td>9.13 (3.83)</td>
</tr>
<tr>
<td>Group E2 (N=8)</td>
<td>7.13 (4.02)</td>
<td>7.50 (3.21)</td>
<td>8.50 (4.21)</td>
</tr>
</tbody>
</table>

3.2 RQ2: Cognitive Load Analysis

We used the CS CLCS [11] to measure students’ cognitive load. We excluded data from one additional student from Group E1 for this analysis because that student did not answer the survey after finishing problem 3, leaving 8 students in each group. The average factor scores of cognitive load in each category are shown in Table 3.

We ran a 2x3 mixed ANOVA on each type of the cognitive load (CL) scores, with group as a between-subjects factor and problem as within-subjects factor. We did not find any significant result for extraneous load or germane load. For the intrinsic load, there was not a significant main effect of group ($F_{1,14} = 0.10, p = .76$, partial $\eta^2 = .007$) or problem ($F_{2,28} = 1.78, p = .19$, partial $\eta^2 = .11$) factors, but there was a statistically significant interaction between group and problem on the intrinsic load scores ($F_{2,28} = 4.65, p < .05$, partial $\eta^2 = .25$). This indicates that the two groups experienced different levels of intrinsic CL on different problems, which may be due to the WEs. We investigated this further with post hoc t-tests and found that E1 students’ intrinsic load on problem 1 was significantly lower than on problem 2 ($t(15) = -3.51, p < .01, d = .83$), but no such results were found for E2. Similarly, we found E2 students’ intrinsic load on problem 2 was significantly lower than that on problem 3 ($t(17) = -4.52, p < .01, d = 1.04$), but no such results were found for E1. This suggests that both groups experienced lower intrinsic CL on problems with WEs than on the following, more difficult problem without WEs. Comparing the two groups, we find that the difference in intrinsic load between E1 and E2 is not statistically significant for problem 1 ($t(13.91) = 0.40, p = .69, d = 0.20$). However, it is significant for problem 2, with a large effect size ($t(15.19) = -2.33, p < .05, d = -1.16$). One interpretation of these results is that students experienced reduced intrinsic CL when using WEs. This would be consistent with results from work by Gerjets et al., who evaluated "modular worked examples," which, like our WEs, emphasized breaking a problem down into steps [5]. However, another interpretation is that students experienced higher intrinsic CL on problem solving that followed a WE, which made it seem harder by contrast.

### Table 3: Mean (SD) factor score of cognitive load (IL - Intrinsic Load, EL - Extraneous Load, GL - Germane Load)

<table>
<thead>
<tr>
<th>Problem 1</th>
<th>Problem 2</th>
<th>Problem 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>IL</td>
<td>EL</td>
<td>GL</td>
</tr>
<tr>
<td>Group E1, N=8</td>
<td>4.3 (2.4)</td>
<td>3.5 (3.7)</td>
</tr>
<tr>
<td>Group E2, N=8</td>
<td>4.9 (2.6)</td>
<td>3.4 (1.6)</td>
</tr>
</tbody>
</table>

3.3 RQ3: Programming Efficiency

Previous research in other domains has shown that replacing problem-solving exercises with worked examples (WEs) can increase learning efficiency by decreasing the time that students take to...
To investigate students' programming efficiency, two researchers graded all students' submitted code by marking each problem's objectives as either complete or incomplete. For complete objectives, the researchers also marked the time when the student first completed the objective. The three problems (Daisy Design, Spiral Polygon and Brick Wall) had 9, 5 and 5 objectives, respectively. The two researchers reached an inter-rater reliability between 0.744 and 0.979 for first 15 student submissions (5 in each problem). Then the researchers discussed and resolved all the conflicts and graded the rest of student code separately. On the first problem, 2 out of 9 objectives were covered in the WE (22%) and on the second problem, 1 out of 5 was (20%); we refer to these as "WE objectives." On each problem we removed some students from our analysis who lost their work due to errors in Snap!, leaving 9, 10, and 10 students in E1 and 10, 9, and 10 students in E2 on the three problems, respectively.

Figure 2 shows the average number of objectives completed for each group, over time. On both Daisy Design and Spiral Polygon, the group with WE (E1 and E2, respectively), had more objectives completed at all times throughout the 45 minute work period, while on Brick Wall (with no WEs) there is little difference. These differences between groups is most apparent at the beginning of the curve, when students are completing the WE objectives, though the same trends holds, even if we do not include the WE objectives. On Daisy Design, it took the WE group (E1) a median 3.5 minutes to complete the WE portion of the problem. It took the non-WE group (E2) a median 22.5 minutes to accomplish the same WE objectives by writing code, with 20% of students never finishing the WE objectives in the 45 minutes given. A Mann-Whitney U Test shows that, even ignoring students who did not finish the objectives, this difference in time is significant ($W = 2; p = 0.001$). Similarly, on Spiral Polygon, the WE group (E2) took a median 2.5 minutes on the WE portion of the problem, and the non-WE group (E1) took 30.4 minutes, with 40% of students failing to achieve the objectives on 45 minutes. This difference in time is also significant ($W = 54; p < 0.001$). It is not surprising that the WE group, who only had to read code and answer questions, finished this content much faster (6-12 times faster), but the magnitude of the difference is worth noting. Based on these results, we can say the WEs saved students lots of time (19-24 minutes on a 45 minute problem), and allowed all students to finish the WE objectives (compared to only 80% and 60% for non-WE students).

However, looking past the WE objectives in Figure 2, we see that the differences between the two groups closes over time. On Daisy Design, the WE group (E1) end with a median 6 objectives complete (67%), compared to 5 objectives (56%) for the non-WE group (E2), and the difference is not significant ($W = 56.0; p = 0.382$). On Spiral Polygon, the WE group (E2) ends with a median 2 objectives complete (40%), compared to 1 objective (20%) for the non-WE group (E1), and the difference is not significant ($W = 31.5; p = 0.270$). This suggests that WEs may have impacted students' overall performance, but the difference was not significant. One possible explanation for the lack of a significant difference in programming is that while WEs save students time initially, it takes those students additional time to process the WE code they are given, and they work less efficiently at writing code after receiving a WE.

We investigated how the programming efficiency of students who just received WE code compares to those who just wrote equivalent code on their own. Starting from the time each student completed the WE objectives, we calculated how much additional time it took them to complete the next 1, 2 and 3 objectives. Some students finished the WE objectives slowly, or not at all, and ran out of time before they could complete additional objectives. However, for most objectives, enough students finished that we can still calculate the median time for each group (the time at which 50% of students finished and objective) or the first-quartile (Q1) time (when 25% of students finished). To do this, we make the simplifying assumption that the students who completed the WE objectives the slowest would have completed additional objectives no quicker than the other students in their group.

Table 4: The first-quartile (Q1) and median (Med) time (in minutes) taken by the WE and non-WE groups to complete 1, 2 and 3 additional objectives after the WE objectives, as well as the proportion that Comp. each objective

<table>
<thead>
<tr>
<th>Add1 Objs</th>
<th>WE Group</th>
<th>Non-WE Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q1 time</td>
<td>Med time</td>
</tr>
<tr>
<td>Daisy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WE+1</td>
<td>7.5</td>
<td>9.5</td>
</tr>
<tr>
<td>WE+2</td>
<td>14.2</td>
<td>24.8</td>
</tr>
<tr>
<td>WE+3</td>
<td>23.3</td>
<td>44%</td>
</tr>
<tr>
<td>Polygon</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WE+1</td>
<td>12.0</td>
<td>44%</td>
</tr>
<tr>
<td>WE+2</td>
<td>13.0</td>
<td>44%</td>
</tr>
<tr>
<td>WE+3</td>
<td>29.4</td>
<td>44%</td>
</tr>
</tbody>
</table>

The results of this analysis are given in Table 4. For Daisy Design, we see that the median student in the WE-group (E1) took 9.5 minutes to complete their next objective, while the median student in the non-WE group (E2) took 0 minutes (they accomplished the next objective at the same time as the WE objectives). This occurred because the next objective was to move code into a procedure, and many students in the non-WE group simply wrote their code in a procedure from the beginning. The next two objectives also take the WE group longer. For Spiral Polygon, no additional objectives were completed by more than half of students, so we can only compute the Q1 time. Similarly, it takes the WE group much longer to accomplish one additional objective (Q1 = 12.0m) compared to the non-WE group (Q1 = 2.6m), but this gap quickly reduces for the second objective, and even reverses by the third (where not even 25% of non-WE of students had completed the third objective by 39 minutes). From this, we conclude that, after completing the WE-supported objectives, students with WEs initially worked less efficiently, especially since non-WE students could accomplish additional objectives while completing the WE objectives (e.g. putting code into a procedure). However, it also seems that this difference decreases over time. In addition, the difference never exceeded 15 minutes on Daisy Design, and 10 minutes on Spiral Polygon, which is still far less time than the WEs saved the median student on each
problem (19 and 24 minutes, respectively). This helps to explain why the WE group accomplished more objectives on both problems, but the difference was not significant.

3.4 Post-survey Feedback
We asked students for feedback on the Peer Code Helper (PCH) at the end of the study. When asked if they would like to use the PCH on a future problem, 35% of students said yes and 12% said no, with the rest uncertain. We found that the 2 students said “no” had very high pre-test scores (over 75%), indicating that some more advanced students may not appreciate WEs, as found in previous work [7]. The participants who were uncertain about the PCH indicated that they preferred the challenge of working independently, saying, “it’s good to have a challenge, but it’s also nice... to make it a little bit easier.” and “I liked the ... feeling of success from figuring it out for myself, but sometimes the instructions are really helpful when I get stuck.” Students’ desire for independence is a common reason that they avoid help when programming, and overcoming this barrier can be very challenging [15]. However, many students wrote about how they appreciated the PCH, emphasizing how it helped them to “see how to go from one step to the next” and “know what to do... and... figure it out faster,” and that the PCH “gave me somewhere to start coding from.” When asked about their favorite parts of the PCH, students specifically mentioned how it gave “comments beforehand to help us understand how to begin the code.” Paired with the other results presented here, this indicates that the PCH is an overall improvement to Snap!, which students generally prefer over purely independent programming.

4 DISCUSSION & CONCLUSION
We did not find significant differences in learning based on post-test scores. However, results suggest that most of students’ learning occurred during problem 2. This may be because students solve problem 2 on second day of the study, after having more time to reflect and digest the concepts learned in problem 1. There was no difference in learning between groups on the WE problems. This is consistent with previous WE studies [10, 17], where students learned more efficiently with WEs, but they did not learn more, since both groups were exposed to the same learning content. The problems in our study contained core objectives (e.g. draw the daisy design), followed by more open-ended objectives (make the design colorful) which do not include new programming concepts. Since most students in both groups completed the core objectives, it is not surprising that there was no significant difference in their learning.

We found significant differences between the groups’ intrinsic cognitive load for problem 2 but not for problem 1. It is interesting that we observed differences in intrinsic load, which is assumed to be inherent in the learning task, rather than extraneous load, which is assumed to be the result of our instructional design. This may be because WEs represent an inherently different learning task than problem solving. We also found both groups experienced higher intrinsic load on problems without WEs that followed problems with WEs. This may indicate that our design of WEs increased students’ perceived difficulty of problem solving immediate following WEs.

Our analysis of programming efficiency suggests that initial, WEs save students considerable time in completing programming objectives (up to half of the time allotted), but that students take longer to complete later objectives. We hypothesize this is because students require time to process the WE code and begin to write their own code. However, the time saved is longer than the time students need to complete additional objectives, which allowed students who received WEs to complete more objectives overall on both problems 1 and 2, although this difference was not significant due to the low sample size.

Threats to Validity: This is an exploratory study with a small sample size, which makes it difficult to rule out possible differences between groups. All of the programming problems involved drawing patterns, and our design of WEs may not generalize to problems that lack visual output. The self-selected summer campers and may be more motivated to learn, but may have taken the assessments less seriously than other student populations. Participants’ learning gains may also have come from repeated exposure to tests.

In conclusion, this study evaluates the impact of incomplete WEs, along with scaffolded self-explanation prompts, on learning, cognitive load, and efficiency in block-based programming activities in a high school summer camp. We found that WEs may have an effect on students’ intrinsic cognitive load, but further research is needed how and why they have this effect. Our results also suggest that programming WEs may improve students’ programming efficiency in the short term, but that students do require additional time to process WEs before they can construct their own code.
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Figure 2: The average number of objectives completed by each group over time, with shading indicating ± 1 standard error.
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